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In this paper, we report the consequences induced by the presence of asymmetries in the coupling scheme on
the synchronization process of a pair of one-dimensional complex fields obeying Complex Ginzburg Landau
equations. While synchronization always occurs for large enough coupling strengths, asymmetries have the
effect of modifying synchronization thresholds and play a crucial role in selecting the statistical and dynamical
properties of the highly coupled synchronized motion. Possible consequences of such asymmetry induced
effects in biological and natural systems are discussed.

1 Introduction
The synchronization of coupled chaotic systems has been
a topic of intense study since 1990 [1]. Interest has now
moved to the study of synchronization phenomena in space-
extended systems, such as large populations of coupled
chaotic units and neural networks [2-4], globally or lo-
cally coupled map lattices [5, 6], coupled map networks [7]
as well as other space-extended systems [8-13]. Most of
the studies have considered synchronization due to exter-
nal forcings, or to bidirectional symmetric or to unidirec-
tional master-slave coupling configurations. In many prac-
tical situations, however, one cannot expect to have purely
unidirectional, nor perfectly symmetrical coupling configu-
rations. As a result, recent interest has focused on detecting
asymmetric coupling configurations [14], and quantifying
asymmetries in the coupling scheme in relevant applications
(such as the study of the human cardiorespiratory system)
[15], and then to characterize the effects of asymmetric cou-
pling on synchronization (for example between pairs of one-
dimensional space extended chaotic oscillators [16]). In par-
ticular, Ref. [16] has shown that asymmetry in the coupling
of two one-dimensional fields obeying Complex Ginzburg-
Landau Equations (CGLE) enhances complete synchroniza-
tion, and plays an important role in controlling the properties
of the final synchronized state.

This paper presents an account of the synchronization
of a pair of non identical CGLE with an asymmetric cou-
pling, for both small and large parameter mismatches. We
will analyze the type of synchronized dynamics occurring in
the presence of asymmetric coupling in all possible dynam-
ical states emerging from CGLE, and we will show that in
all cases the threshold for the appearance of synchronized
motion depends non trivially on the asymmetry in the cou-

pling. We will demonstrate that the selection of the dynam-
ics within the final synchronized manifold is always cru-
cially affected by the asymmetry. The process leading to
synchronization is anticipated by defect-defect synchroniza-
tion, inducing the simultaneous appearance in the coupled
fields of phase singularities, even in the cases in which the
uncoupled dynamics of both fields does not include the pres-
ence of defects.

2 Model equation for synchronization
We will consider a pair of one-dimensional fields obeying
Complex Ginzburg-Landau Equations (CGLE). This equa-
tion has been extensively investigated in the context of
space-time chaos, since it describes the universal dynami-
cal features of an extended system close to a Hopf bifurca-
tion [17], and therefore it can be considered as a good model
equation in many different physical situations, such as occur
in laser physics [18], fluid dynamics [19], chemical turbu-
lence [20], bluff body wakes [21], or arrays of Josephson’s
junctions [22].

We will consider a pair of complex fields A1,2(x, t) =
ρ1,2(x, t)eiφ1,2(x,t) of amplitudes ρ1,2(x, t) and phases
φ1,2(x, t), whose dynamics obeys

Ȧ1,2 = A1,2+(1+iα)∂2
xA1,2 − (1 + iβ1,2) |A1,2 |2 A1,2

+ c
2(1∓ θ)(A2,1 −A1,2).

(1)
Here, dots denote temporal derivatives, ∂2

x stays for the
second derivative with respect to the space variable 0 ≤ x ≤
L (L being the system extension), α and β1,2 are suitable
real parameters, c represents the coupling strength and θ is
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a parameter accounting the for asymmetry in the coupling.
The case θ = 0 describes the bidirectional symmetric cou-
pling configuration, whereas the case θ = 1 (θ = −1) re-
covers the unidirectional master slave scheme, with the field
A1 (A2) driving the response of A2 (A1).

When c = 0 (the uncoupled case), different dynamical
regimes occur in Eqs. (1) for different choices of the para-
meters α, β [23-25]. The full parameter space for the dy-
namics of the CGLE is shown in Fig. 1. In particular, Eqs.
(1) admits plane wave solutions (PWS) of the form

Aq(x, t) =
√

1− q2ei(qx+ωt) − 1 ≤ q ≤ 1. (2)

Here, q is the wavenumber in Fourier space, and the tem-
poral frequency is given by ω = −β − (α − β)q2. The
stability of such PWS can be analytically studied below the
Benjamin-Feir-Newel (BFN) line (defined by αβ = −1 in
the parameter space). Namely, for αβ > −1, one can define
a critical wavenumber

qc =
√

1+αβ
2(1+β2)+1+αβ

(3)

such that all PWS are linearly stable in the range −qc ≤
q ≤ qc. Outside this range, PWS become unstable through
the Eckhaus instability [26].
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Figure 1. (α,β) parameter space for Eqs. (1) for c = 0. The lines
delimit the borders for each one of the dynamical regimes produced
by Eqs. (1), and the Benjamin-Feir-Newel line for stability of the
plane wave solutions.

When crossing from below the BFN line in the para-
meter space, Eq. (3) shows that qc vanishes and all PWS
become unstable. Above this line, Refs. [23-25] identify
different turbulent regimes, called respectively Amplitude
Turbulence (AT) or Defect Turbulence, Phase Turbulence
(PT), Bi-chaos, and a Spatiotemporal Intermittent regime.
The borders in parameter space for each one of these dy-
namical regimes are schematically drawn in Fig. 1, together
with the BFN line. In this work, we will mainly concentrate
on PT and AT, since they constitute the fundamental dynam-
ical states for the evolution of the uncoupled fields, and their
main properties [27] have received considerable attention in

recent years including the definition of suitable order para-
meters marking the transition between them [28], as well as
for the study of synchronization in bidirectional symmetri-
cal coupling configurations [11,29-31].

PT is a regime where the chaotic behavior of the field
is mainly dominated by the dynamics of φ(x, t), the am-
plitude ρ(x, t) changing only smoothly, and being always
bounded away from zero. On the other hand, AT is the
dynamical regime wherein the fluctuations of ρ(x, t) be-
come dominant over the phase dynamics. Here, the complex
field experiences large amplitude oscillations which can (lo-
cally and occasionally) cause ρ(x, t) to vanish. As a con-
sequence, at all those points (hereinafter called space-time
defects or phase singularities) the global phase of the field
Φ ≡ arctan

[
Im(A)
Re(A)

]
shows a singularity.

3 Characterization of synchronized
states

The purpose of our paper is to report the different synchro-
nization states that are selected when an asymmetric cou-
pling takes place between the two CGLE fields. In order
to be as exhaustive as possible, we will consider different
regimes for the two CGLE. The reference as a starting point
is the case treated in Ref. [16] (i.e. α = 2, β1 = −0.7
and β2 = −1.05). For this parameter choice, the two fields
are originally prepared to display PT and AT, respectively.
As a consequence, hereinafter we will denote this situation
as PT-AT(I). Another possible choice for an initial PT-AT
configuration, whose relevance will be momentarily clear,
is to consider α = 2, β1 = −0.95 and β2 = −1.2 (we will
denote such a situation as PT-AT(II)). Finally, we will con-
sider also cases of small parameter mismatch, where the two
systems start from the same initial dynamical state, such as
α = 2, β1 = −0.75 and β2 = −0.9 (denoted by PT-PT) and
α = 2, β1 = −1.05 and β2 = −1.2 (denoted by AT-AT).
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Figure 2. Natural averaged frequency ω (see text for definition) vs.
β for α = 2. The filled dots report the values from simulations
of Eqs. (1) at c = 0. The dashed line ω = −β is the prediction
given by the dispersion relation of the plane wave solutions with
zero wavenumber.
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In all cases, we consider values of the asymmetry pa-
rameter θ ∈ [−1, +1], and highlight the effects of asym-
metry in the synchronization properties (c 6= 0) of system
(1). Simulations were performed with a Crank-Nicholson,
Adams-Bashforth scheme (which is second order in space
and time [32]), with a time step δt = 10−2 and a grid size
δx = 0.25, for L = 100 (corresponding to 400 grid points)
and spatial periodic boundary conditions [A1,2(0, t) =
A1,2(L, t)].

A crucial parameter in all our investigations, that dic-
tated the choice of the parameters in the different cases, is
the natural average frequency of the single CGLE. Such a
frequency is calculated from the numerical simulations of
a single CGLE by averaging in space the unfolded phase φ
defined in R rather than in [0, 2π]. We have:

ω = lim
t→∞

< φ(x, t) >x

t
(4)

where < ... >x represents for a spatial average.
Figure 2 shows ω vs. the parameter β at α = 2. In order

to construct Fig. 2, we have integrated the CGLE for a very
long time (tf = 15, 000) after eliminating transient behav-
iour (T = 5, 000). Two different initial conditions for each
value of β were chosen in order to measure the sensitivity
of ω with respect to selection of different initial condition.
It should be emphasized that all initial conditions were cho-
sen to have a zero average phase gradient [28], because the
frequency in the PT regime is highly sensitive to the average
phase gradient as shown by [28].

From Fig. 2 one clearly realizes that ω reaches a max-
imum for β ≈ −0.98, close to the transition from the PT
to the AT regime. This transition has been extensively stud-
ied by several authors [28, 33, 34], and it has been shown
that it depends on the spatial extension on which the Eqs.(1)
are integrated, as well as on the average phase gradient. In
addition, it is interesting to notice (see Fig. 2) that on the
right hand side of the maximum (PT regime) the two differ-
ent initial conditions lead to nearly the same value for the
averaged frequency, while on the left hand side of the max-
imum (AT regime) the two initial conditions lead in general
to two different values for ω. This fact could serve as an
alternative indicator for the characterization of the PT-AT
transition. Furthermore, the frequency difference between
the prediction given by the dispersion relation of the PWS
(dashed line) and the numerical simulations can be evalu-
ated quite accurately in the PT regime (right hand side of
the maximum) by using the modified Kuramoto-Sivashinsky
equation [35, 36].

Considerations based on Fig. 2 dictate the choice for
the parameters β’s in the rest of the presentation. Indeed,
a question to be clarified is how crucial is the role of the
natural frequency for the selection of the dynamics for the
two coupled CGLE in the synchronized state. A previous
study with bidirectional symmetrical coupling configuration
(θ = 0) between a PT and a AT regime [11] pointed out that
the final synchronized dynamics occurs in a PT state. The
above result was obtained for a parameter choice for which
the frequency ωPT of the initial PT state was smaller than
the one (ωAT ) of the initial AT state. This was also the situ-
ation of the case PT-AT(I) treated in Ref. [16] (see Fig. 2).

We will show that, in the absence of asymmetries, the dy-
namics in the final synchronized state is always selected to
correspond to that state having an originally smaller value
of ω. This property has dictated the choice of parameters
for the case PT-AT(II) considered in the present Manuscript
(β1 = −0.95 and β2 = −1.2). In this case Fig. 2 shows that
ωPT > ωAT , and we will see that the synchronized motion
at θ = 0 develops onto a AT regime.

Let us now discuss how to characterize the synchroniza-
tion properties of the coupled fields by means of suitable
indicators [13]. As we are dealing with extended chaotic
fields that may be in defect turbulence, concepts of phase
synchronization may be hindered by the presence of phase
singularities in such regimes, that make average phases dif-
ficult to define properly in AT.

On the other hand, complete synchronization (CS) states
can be detected by the use of Pearson’s coefficient defined
as

γ =
〈(ρ1 − 〈ρ1〉)(ρ2 − 〈ρ2〉)〉√

〈(ρ1 − 〈ρ1〉)2〉
√
〈(ρ2 − 〈ρ2〉)2〉

, (5)

where 〈〉 denotes a full space-time average (in order to avoid
getting spurious values, we allow in general some transient
time T to elapse before evaluating this coefficient). γ mea-
sures the degree of cross correlation between the moduli
ρ1(x, t) and ρ2(x, t): When γ = 0 the two fields are linearly
uncorrelated, while γ = 1 marks complete correlation and
γ = −1 indicates that the fields are negatively correlated.
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Figure 3. a) Pearson’s coefficient γ (see text for definition) vs. the
parameter space (c, θ). Other parameters are α = 2, β1 = −0.95
and β2 = −1.2 (case PT-AT(II)). b) Solid line: γ vs. θ [cut of the
γ-surface in a)] at c = 0.25, highlighting the role of asymmetry in
enhancing synchronization. The dashed line reports the same for
the PT-AT(I) case already studied in Ref. [16].
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Another indicator characterizing the disorder in the sys-
tem is the number of phase singularities (or defects) N . The-
oretically, a defect is a point (x, t) for which ρ(x, t) = 0.
This implies that defects are intersections of the 0-level
curves in the (x, t) plane of the real and imaginary parts of
A1,2(x, t). In practice, because of the finite size of the mesh
and of the finite resolution of the numerics, we must intro-
duce a method for the detection of a defect. A reliable cri-
terium is to count as defects at time t those points xi where
the ρ(xi, t) is smaller than 0.025 and that are furthermore
local minima for the function ρ(x, t).

It is well known [33, 34] that N is an extensive quantity
of both time and space, and therefore it is sometimes conve-
nient to refer to the defect density nD, that is calculated as
the defect number N per unit time and unit space.

In the following, we will describe the important effects
of asymmetries in the coupling of system (1), for different
values of the parameters β1 and β2, while α = 2 will be
hereinafter fixed.

4 Asymmetry Enhanced Synchro-
nization

A striking effect of asymmetry in the coupling that has al-
ready been highlighted in our previous analysis for the case
PT-AT (I) [16] is that one can improve dramatically the syn-
chronization threshold by selecting a suitable level of asym-
metry in the coupling. Conversely, one can also achieve de-
synchronization of the two coupled systems by varying the
asymmetry level in the coupling scheme.

4.1 Large Parameter Mismatch
By selecting in (1) a sufficiently large parameter mismatch
in the equations for A1,2, one can set the uncoupled evolu-
tions of A1 and A2 to be in PT and AT, respectively. By
doing that, one still has three possibilities of choosing the
parameters β accordingly to the natural frequencies of the
two separate CGLE.

The first case (PT-AT(I)) corresponds to system 1 in the
PT regime (β1 = −0.7) with a lower natural frequency
than system 2 in the AT regime (β2 = −1.05). The nat-
ural frequencies are approximately equal to ω1 ≈ 0.7 and
ω2 ≈ 0.87 > ω1 (see Fig. 2). This situation has been ex-
tensively studied in [16] where both complete and frequency
synchronization features were discussed and characterized.

The second case (PT-AT(II)) corresponds to preparing
system 1 in the PT regime (β1 = −0.95) with a higher nat-
ural frequency than system 2 in the AT regime (β2 = −1.2).
The natural frequencies are approximately equal to ω1 ≈ 0.9
and ω2 ≈ 0.84 < ω1 (see Fig. 2). For this case, we will
show how asymmetry enhances the setting of complete syn-
chronization.

Notice that a further situation could be studied where
the two systems are prepared in the PT and AT regimes re-
spectively, but they have approximatively the same natural
frequency. This more complex case, where one might ex-
pect some kind of resonance coming into play in the process
of synchronization, will be dealt with elsewhere.

Figure 3a reports γ vs. the parameter space (c, θ) for the
PT-AT(II) case, and shows the non trivial dependence of the
threshold for synchronization on the asymmetry parameter
θ. A better way to visualize such a dependence is by mak-
ing a cut of the surface at a fixed value of the coupling (e.g.
c = 0.25, see Fig. 3b). Both in the PT-AT(II) case and in
the PT-AT(I) case (already reported in Fig. 1b of Ref. [16]),
a better synchronization level is obtained for the unidirec-
tional configuration where the system in the PT regime is
driving the system in the AT regime (θ = 1). The surfaces
and curves of Fig. 3a;b) have been obtained by making av-
erages over a time tf = 15, 000 after a large transitory has
elapsed (T = 6, 000) in order to ensure that we are measur-
ing stationary synchronization states.

4.2 Small Parameter mismatch
The very same scenario of asymmetry enhanced synchro-
nization occurs when we select small parameter mismatches
in Eqs.(1), i.e. we set the parameters so as the two uncou-
pled fields are both either in PT or AT, thus confirming that
this feature generally characterize the emergence of the syn-
chronized motion in our system.

4.2.1 AT-AT Case

In this case, we set β1 = −1.05 and β2 = −1.2. Both
systems now are in the AT regime, with system 1 having a
natural frequency higher than the one of system 2.
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Figure 4. a) Pearson’s coefficient γ (see text for definition) vs. the
parameter space (c, θ). Parameters are α = 2, β1 = −1.05 and
β2 = −1.2 (AT-AT case). b) γ vs. θ [cut of the γ-surface in a)] at
c = 0.17 showing the dependence of the synchronization threshold
with asymmetry. Figure obtained by using a statistics over a time
tf = 50, 000 rather than tf = 15, 000 (as for the other figures), in
order to have smoother curves.
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Figure 5. a) Pearson’s coefficient γ (see text for definition) vs. the
parameter space (c, θ). Parameters are α = 2, β1 = −0.75 and
β2 = −0.9 (PT-PT case). b) γ vs. θ [cut of the γ-surface in a)] at
c = 0.095. In this case a total time tf = 15, 000 was using for the
calculation of the spatio-temporal averages.

Figs.4 shows Pearson’s coefficient vs. the parameter
space (c, θ) (a), as well as a cut of the γ-surface at c = 0.17
(b), showing that asymmetry in the coupling is still playing
an important role in modifying the level of synchronization
for a fixed value of the coupling strength c. It is not sur-
prising that the complete synchronization threshold is now
lower compared to the PT-AT cases. This, indeed, is related
to the fact that smaller parameter mismatches induce closer
initial dynamics, which are therefore easier to synchronize.

4.2.2 PT-PT Case

Finally, in order to complete this first part of the discus-
sion, we examine the PT-PT case. Now, parameters are
β1 = −0.75 and β2 = −0.9, determining an initial PT state
for both uncoupled fields, with system 1 having a lower nat-
ural frequency with respect to system 2.

Figures 5a;b describe the behavior of γ as a function of
the coupling c and the asymmetry θ. Once again, asymmetry
plays a decisive role in enhancing the appearance of a syn-
chronized motion in system (1). Notice that here the values
of c required for a synchronized motion are smaller than in
any of the previous cases, reflecting the fact that the present
situation corresponds to the smallest parameter mismatch.

At variance with all the other cases, an interesting fea-
ture of Fig. 5b is that an increase in the asymmetry does not
always yield a monotonic increase of γ.

At this stage, we can already draw some interesting con-
clusions. We have seen that changing asymmetry in the
coupling configuration for the same coupling strength has
the effect of enhancing the appearance of a synchronized
motion or destroying synchronization, regardless of the ini-
tial uncoupled state of the dynamics. We conjecture that
this may have relevant consequences in biological systems,

where changes in asymmetry of the interactions could be a
way to efficiently synchronize-desynchronize the dynamics
for the same strength of interaction.

Furthermore, in Eqs.(1) the coupling is a mapping of all
the grid points of system 1 on their corresponding grid points
of system 2. We could, in fact, imagine more complicated
and probably more realistic configurations where couplings,
besides being asymmetric, would be spatially dependent or
even asynchronous. While it is likely that real systems show
combinations of asymmetric, asynchronous and spatially de-
pendent coupling schemes to control and synchronize in an
optimal way their dynamical regimes, here we only focused
on the effects of asymmetries, since the scenario of emerg-
ing dynamics is already extremely rich in this ”simplified”
approach.

5 Selection of the Final State
Next, we move to describe how asymmetries play a crucial
role in setting the state of the dynamics within the synchro-
nized regime, which occur for large values of the coupling
strength. Let us recall the methods adopted for our investi-
gation of the dynamics within the synchronized regime. Ini-
tially (t = 0) we begin a trial simulation of the two Eqs.(1)
connected with a non-zero value of c. We impose random
initial conditions on both systems, which in general will
have different parameters. As a consequence, the dynamics
usually attains synchronized motion only after a transient
time T . Since we are not here interested in characterizing
the dynamics in the transient stage, we let a certain transient
time T elapse (we have verified that T = 6, 000 is large
enough for reaching such asymptotic state) before starting
to calculate the indicators of any asymptotic synchronized
state. In this way, we can measure such indicators within
the statistically stationary state represented by the asymp-
totic synchronized motion.

While it is not surprising that when coupling two ini-
tially PT states (AT states) the final synchronized motion
will persist in the PT regime (AT regime), a relevant point
concerns what mechanisms control the selection of the syn-
chronized motion, once the two fields originally start from
different regimes. To address such an issue, we will focus in
the present section on the two PT-AT cases. In these cases,
it is not trivial to predict a priori what will be the resulting
dynamical state for the synchronized motion.

Figures 6a;b show the total number of defects counted
for a time tf = 15, 000 in the parameter space (c,θ) for
the PT-AT(II) case. Namely, Fig. 6a (Fig. 6b) corresponds
to the defects appearing in system 1 (in system 2) that was
set initially in the PT regime (in the AT regime) at c = 0.
One clearly sees that both systems exhibit a large number
of defects for non-zero coupling. Furthermore, for asymp-
totically large values of the coupling (c ≈ 0.5) leading to
a synchronized motion, the asymmetry parameter θ plays a
crucial role in setting the synchronized dynamics on either
a PT regime or an AT regime. The defect number vs. the
parameter space for the case PT-AT(I) was already reported
by us in Fig. 2 of Ref. [16], where again was emphasized the
role of the asymmetry in the selection of the synchronized
dynamical regime.
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Figure 6. Total number of defects counted during a time tf =
15, 000 for the PT-AT(II) case. a) Number of defects appearing in
system 1, that was set initially in the PT regime at c = 0; b) Num-
ber of defects appearing in system 2, that was set initially in the AT
regime at c = 0.

Let us compare and discuss more fully these two cases.
In Section (3), we have already seen that the main difference
between the cases PT-AT(I) and PT-AT(II) is in terms of the
initial natural frequencies of the two subsystems. Namely,
in the PT-AT(I) (the PT-AT(II)) case the natural frequency
of the subsystem originally set in AT is larger (smaller) than
the one of the subsystem originally set in PT. In Fig. 7 we
summarize the result of the comparative study of the two
cases. We choose a sufficiently large value of the coupling
strength so as to ensure a synchronized state, and we have
represented with a dashed region (a blank region) the range
of θ-values for which the synchronized motion develops into
an AT (a PT) regime.

First of all we observe that at θ = 0 (i.e. in the bidi-
rectional symmetrical case) the system with a lower natural
frequency is the dominant one at the moment of selecting
the final synchronized state. Furthermore, in Fig. 7 we ob-
serve a very different scenario for the two PT-AT cases. In
the PT-AT(I) case a final state in PT is selected for most of
the values of the asymmetry parameter (until θ = −0.84,
below which a final state in AT takes over). In contrast, in
the PT-AT(II) case for most of the asymmetry values (up to
θ = 0.64) the final state is selected in the AT regime.

The conclusion of the present Section is that asymme-
tries in the coupling configuration play a decisive role in the
selection of the dynamics and the statistical properties of
the synchronized state. This feature may have relevant con-
sequences in biological and natural systems, where small
changes in the asymmetry of the interactions could be used
as an efficient way to select the synchronized state of an en-
semble of interacting complex units.

−1 −0.5 0 0.5 1
θ

I

II

Figure 7. Dynamical states of the synchronized motion (obtained
for large values for the coupling strength c) attained by the two sub-
systems in the PT-AT cases. The upper (lower) bar corresponds to
the PT-AT(I) (the PT-AT(II)). The dashed zone refers to a common
AT regime while the blank zone marks a common PT regime.

6 Conclusions
In conclusion, we have reported and discussed several asym-
metry induced effects in the process of synchronization of a
pair of coupled complex space extended fields. While syn-
chronization always occurs for large enough values of the
coupling strength, the threshold for the setting of synchro-
nized motion crucially depends on the asymmetry in the
coupling configuration. Furthermore, the asymmetry con-
trols in relevant cases the statistical and dynamical prop-
erties of the synchronized motion, as is the case when the
coupled subsystems start from statistically different dynam-
ical regimes. In this latter situation we have shown that a
bidirectional symmetrical coupling configuration leads to a
synchronized motion where the statistical properties of the
subsystem having originally a lower natural frequency pre-
vail, whereas asymmetries can drastically change such a sce-
nario.

We argue that such features may have relevant con-
sequences in biological and natural systems, where small
changes in the asymmetry of the interactions could be used
as an efficient way to synchronize or desynchronize the dy-
namics, as well as select the main statistical properties of
the synchronized motion in ensembles of interacting com-
plex units.
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