What Do Monte Carlo Simulations Tell Us About Compressible Ising Models?
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Monte Carlo simulations have begun to illuminate the nature of phase transitions and universality classes for compressible Ising models. A comprehensive analysis of a Landau-Ginsburg Wilson hamiltonian for systems with elastic degrees of freedom predicts that there should be four cases with different behavior, depending upon symmetries and thermodynamic constraints. We shall describe the results of careful Monte Carlo simulations for a simple compressible Ising model that can be easily modified to correspond to each of the four cases.
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I. INTRODUCTION

The study of critical phenomena in magnetic systems is a mature endeavor with quite substantial results from both theory and experiment. In addition, high resolution Monte Carlo studies of Ising models have provided quite precise values for critical temperatures and exponents for several different three dimensional Ising models. In many cases, however, the experimental data deviate from theoretical predictions close to $T_c$. One possible explanation is that real materials have elastic, not rigid, lattices. High resolution measurements of the specific heat of DAG (dysprosium aluminum garnet) [1] show that quite close to the critical point the apparently diverging peak becomes rounded, see Fig. 1, in spite of the fact that the single crystals that were used were of exceedingly high quality. Is the elastic nature of the lattice the culprit? The question of what happens when the “lattice” is allowed to be compressible has long been the subject of theoretical scrutiny (the theoretical background is reviewed elsewhere [2–4]). Of course, the equivalence between the Ising model and the binary alloy model adds to the general interest in the problem.

One simple example is the Si/Ge alloy for which the covalent interactions give rise to strongly directional nearest neighbor bonds that dominate the behavior. (Ising spins $\sigma_i = \pm 1$ are then equivalent to Si or Ge atoms, respectively; and hence, the concentration of Ge atoms plays the role of the magnetization in the corresponding magnetic system. In the same vein, the chemical potential is equivalent to the magnetic field in the magnetic interpretation.) The appropriate model contains both two-body and three-body interactions so that both the bond lengths and bond angles are somewhat constrained. The particular values of the constants were determined by fitting to the properties of Si/Ge alloys, but the goal here is actually to determine the behavior of a generic compressible Ising model. Of course, it remains to be seen if this type of model fully encompasses the range of physical behavior characteristic of “compressible Ising models” or if the problem is more subtle.

A comprehensive analysis of a Landau-Ginsburg Wilson hamiltonian for systems with elastic degrees of freedom determined [3, 4] that there were four distinct cases that would exhibit quite different behavior. These depend upon symmetries (e.g. the coupling between the elastic and magnetic degrees of freedom) as well as the thermodynamic constraints and are listed in Table I.

With the initiation of extensive Monte Carlo simulations of distortable Ising nets with elastic couplings the “modern”, comprehensive approach to the study of problems in physics becomes achievable (see Fig. 2). Thus, the purpose of this manuscript is to present an overview of the state of our understanding of compressible Ising models resulting from more than a decade of simulations performed in the Center for Sim-
II. MODEL AND METHOD

In these studies the Ising model-binary alloy equivalence is used, and for the Ising ferromagnet Si/Ge alloys correspond to a physical example. “Spins” are placed on a distortable diamond net with 8 sites per unit cell. The simulation cell contains \( L \times L \times L \) unit cells and the boundary conditions were periodic. Multiple Hamiltonians were considered but all contained distance dependent two-body and three-body terms. The initial choice was the Keating [7] interatomic potential, whose “stiffness” parameters \( E \) and \( A \) were determined by the macroscopic elastic constants of the crystal and which has been used to describe the structural properties of mixed systems [2].

\[
\mathcal{H} = \mathcal{H}_{\text{int}} + \mathcal{H}_{\text{chem}} + \mathcal{H}_{\text{el.bonds}} + \mathcal{H}_{\text{el.angl}} \quad (1)
\]

with

\[
\mathcal{H}_{\text{int}} = -\mu_A \sum_j \delta_{S_j, +1} - \mu_B \sum_j \delta_{S_j, -1} \quad (2)
\]

(Kronecker’s \( \delta \)), where \( \mu_A \) and \( \mu_B \) are chemical potentials

\[
\mathcal{H}_{\text{chem}} = \sum_{i-j} \varepsilon(S_i, S_j) \quad (3)
\]

where the \( \varepsilon(S_i, S_j) \) are chemical binding energies

\[
\mathcal{H}_{\text{el.bonds}} = \sum_{i-j} E(S_i, S_j) \left( \vec{r}_{ij} - R_0(S_i, S_j) \right)^2 \quad (4)
\]

where \( E(S_i, S_j) \) are bond “stiffnesses”, \( R_0(S_i, S_j) \) ideal lattice neighbor distances, and

\[
\mathcal{H}_{\text{el.angl}} = \sum_{i-j-k} \Lambda_{i,j,k}(\vec{r}_{ij} \cdot \vec{r}_{kj}) + R_0(S_i, S_j)R_0(S_k, S_j)/3 \quad (5)
\]

where \( \Lambda_{i,j,k}(S_i, S_j, S_k) \) are “angular stiffnesses”. In these equations, \( i-j \) denotes a bond between nearest neighbors \( i \) and \( j \), while \( i-j-k \) denotes the angle of the nearest–neighbor bonds \( i-j \) and \( j-k \) with vertex at site \( j \). The vector \( \vec{r}_{ij} = \vec{r}_i - \vec{r}_j \) where \( \vec{r}_i \) is the position of site \( i \). Additional degrees of freedom are the linear sizes of the simulation cell \( \Lambda_x, \Lambda_y, \Lambda_z \) which fluctuate if the pressure is held fixed, e.g. \( P = 0 \). These simulations were repeated and extended [8] using the Stillinger-Weber potential [9]. Also containing two-body and three-body interactions, this potential has the decided advantage that a simple Stillinger-Weber alloy expands upon heating whereas a Keating model shows unphysical shrinkage with increasing temperature.

The Monte Carlo sampling [10] was implemented as follows: For a single particle of type \( S_i \) at position \( \vec{r}_i \), a new type \( S_i' \) is randomly chosen as is a slightly displaced new position \( \vec{r}_i' \), while keeping the other particles and the simulation box dimensions fixed. This random trial move is accepted or rejected according to the usual Metropolis criterion. After all particles have been considered, new box dimensions \( \Lambda_x', \Lambda_y', \Lambda_z' \) are randomly chosen. The Metropolis acceptance criterion uses

\[
\Delta \mathcal{H}_{\text{eff}} = \Delta \mathcal{H} - Nk_B T \ln \frac{\Lambda_x'\Lambda_y'\Lambda_z'}{\Lambda_x\Lambda_y\Lambda_z} \quad (6)
\]

where \( \Delta \mathcal{H} \) is the energy change associated with this global distortion of the system and the latter term describes the change in translational entropy due to a volume change. (Since the total number of particles was constant, although the number of Si and Ge were not individually fixed, the simulations were performed in the semi-grand canonical ensemble.) Constant volume simulations were performed by simply turning off volume changing moves. In such cases the fixed volume was set at about \( 3/4 \) of the way between the volumes for pure Si and pure Ge at \( T = 0 \). For some simulations parallel tempering [11, 12] was implemented to overcome thermal sluggishness. Initially runs of only \( 10^4 \) MCS were used to determine parameter ranges of interest, but runs of length \( 10^7 \) MCS or more were used for more serious data taking.

Because of the Ising model - binary alloy model equivalence, either the magnetic field \( H \) or the chemical potential difference \( \Delta \mu \) can be used for presenting results. Similarly, either the magnetization \( M \) or the Ge concentration \( c_{Ge} \) provide a measure of the order parameter. However, it should be noted that the elastic degrees of freedom result in a non-equivalence of the constant-\( M \) and constant-\( H \) ensembles. This has to do with the fact that the usual grand-canonical particle bath has the properties of a fluid, while it would have to have the properties of a solid (i.e., in particular, apply coherency stresses) in order to ensure equivalence. This difference was first noted by Vandeworp and Newman [13].

Monte Carlo data were obtained by sweeping the chemical potential at low temperature or by sweeping the temperature.
at fixed chemical potential for higher temperatures. Because of pronounced hysteresis at low temperatures, thermodynamic integration was used to find the intersection of the free energies and hence the location of the transition. At higher temperatures histogram reweighting [14] was used to locate the transition at, or near, the critical point. Of course, in a finite system transitions are rounded and shifted [15], so finite size scaling was then used to extrapolate to the thermodynamic limit.

III. RESULTS

For the compressible ferromagnet at constant pressure, the transition at low temperatures was strongly first order and free energy integrations were needed to locate the transition. At higher temperatures the hysteresis was much smaller and a “law of equal areas” could be used to estimate the location of the transition. An example is given in Fig. 3, where the data are shown using binary alloy variables. At intermediate temperatures the hysteresis shown in the inset can only be seen using a fine scale observation. Since the spin-up / spin-down symmetry of the rigid Ising model is no longer valid, the search for the critical point necessitated scanning the two-dimensional chemical potential-temperature space. With the aid of histogram reweighting, the critical point was located and excellent finite size scaling was obtained using mean-field exponents. Clear, systematic deviations were found for other choices of exponents so they could be excluded. The 4th order cumulants of the order parameter were also found to cross at a different value than the rigid Ising one \((U_4^* \sim 0.47\) ), but the crossing point matched the mean field value quite well. See Fig. 4. The conclusion that the critical behavior was mean field-like was later found in the analysis of the Landau-Ginsburg-Wilson Hamiltonian mentioned earlier.

Qualitatively similar results were obtained for the compressible Ising ferromagnet when the Stillinger-Weber potential is substituted for the Keating potential [8]. Although the scales of interest for the temperature and chemical potential change, the asymptotic behavior of the normalized thermodynamic quantities as the critical point is approached does not. Finite scaling of the reduced fourth order cumulant, shown in Fig. 5, demonstrates how well mean-field exponents work in this situation as well.

For the constant volume case, the analysis of the Landau-Ginsburg-Wilson Hamiltonian [3] suggests that two transitions should occur at low temperatures: one from a Si-rich state to one that is about equal in Si and Ge concentration, followed by a second transition to a state that was almost pure Ge. In contrast, however, the Monte Carlo data obtained by sweeping chemical potential at low temperatures revealed a relatively smooth increase of the Ge-concentration with varying chemical potential and no apparent transition. However, a more careful, high resolution study showed that the low temperature data indeed indicated very slight, smeared out hysteresis loops for the range of chemical potential between \(\sim 0.45 - 0.49\). Qualitatively similar hysteresis could be seen for both “high” and “low” values of chemical potential. It was reproducible, was rather insensitive to the length of the runs,
and was matched by relatively similar hysteresis in the internal energy as well. The hysteresis slowly diminished as the temperature increased, and at substantially higher temperature it disappeared completely for the concentration within the range of sizes that could be studied. Even so, an examination of the distribution of nearest neighbors of each species showed that a double peaked distribution remained below some chemical potential dependent temperature. It thus appeared as though there was a phase transition separating the low temperature, medium concentration and the disordered states over a wide range of chemical potential (see Fig. 6) but the nature of the transition was perplexing.

Ising model critical exponents, for the compressible Ising antiferromagnet at constant volume [19].

These results could only be understood by augmenting the numerical data with “snapshots” of the system. The visualization program AViz, developed at the Technion [17, 18], was used to produce many views of the system for different conditions. Typical snapshots of the system (see e.g. Fig. 7) showed, unexpectedly, that Si rich regions formed slabs of approximately fixed thickness. Instead of the thickness growing with enhanced concentration, additional slabs would simply form. This behavior became increasingly distinct for larger systems. Particularly long time scales were associated with the formation or dissolution of these slabs as the temperature or chemical potential were swept, and this property gave rise to the rather strange “smeared” hysteresis loops. Forming the planes took longer and thus produced the asymmetry in the hysteresis. At higher temperatures the formation of the slabs seemed to indicate the transition to an “ordered” state. Moreover, the presence of the slabs introduces a special length scale into the problem that had not been included in the LGW Hamiltonian study. The resultant phase diagram, depicted in Fig. 6, shows that instead of the two predicted phase lines a single, closed phase boundary is present. The range of coexistence along the 1st order phase boundary, as determined from the hysteresis, is quite narrow, and for the lattice sizes that were accessible it seemed to disappear completely at high temperature. The phase boundary appears to be first order everywhere except at the single point where the derivative $dT/dH = 0$. Although it is now clear what went wrong in the

![FIG. 6: Phase diagrams: (left) chemical potential-temperature space; (right) concentration-temperature space (shaded areas show regions where hysteresis is visible). (From Ref.16)](image)

![FIG. 7: Formation of slabs of the minority species. (Top) $\Delta \mu = 0.472$ eV; (bottom) $\Delta \mu = 0.410$ eV. $T = 0.0029$ eV, for both cases. Only Si atoms are shown, and they are greyscale coded vs depth. (After Ref. 16)](image)

![FIG. 8: Finite size scaling of the order parameter for the compressible Ising antiferromagnet at constant volume. (From Ref. 19)](image)

![FIG. 9: Cumulant crossing for the compressible antiferromagnet at constant pressure. (From Ref. 4)](image)
analysis of this case in Ref. 3 (incorrect assumption of a finite interfacial tension), the physical mechanism which produces the observed slab formation still needs a clearer explanation.

For Monte Carlo simulations of compressible Ising antiferromagnets, essentially the same model (distortable diamond net with a Stillinger-Weber potential) was used. This was done so that as few differences as possible were introduced relative to the ferromagnetic model; however, it was necessary to change the sign and magnitude of the interaction between unlike species to produce an antiferromagnetic ground state. (Of course, in this case the resultant alloy is no longer related in any way to Si/Ge and must be regarded merely as a model of purely theoretical interest.) The phase boundaries were first estimated for modest size lattices, and then more careful runs were made for specific values of chemical potential or temperature. At both constant volume and constant pressure the resultant phase boundaries separating the ordered (antiferromagnetic) and disordered phases were 2nd order. Careful finite size analyses of the critical behavior revealed rigid Ising exponents. For example, Fig. 8 shows a finite size scaling plot, made with rigid

Quite similar behavior was found for the compressible Ising antiferromagnet at constant pressure [4]. Furthermore, as shown in Fig. 9, cumulant crossings for both cases occurred at the value found previously for a rigid Ising model. Since no indication of crossover to any other kind of behavior was seen, substantially larger systems would probably be required to see some other possible kind of asymptotic behavior, if it exists! In such a case the computational resources needed for extending studies of the present model would be orders of magnitude beyond the capability of current computer resources. Thus, this remains a challenge for future generations of students.

IV. CONCLUSIONS

Monte Carlo studies of Ising models on a distortable diamond net have provided a test of the “global” nature of theoretical predictions. For the ferromagnet at constant pressure the critical behavior is mean-field-like. For the constant volume ferromagnet a closed first order line was found instead of the two predicted first order lines, terminating in critical points. In the “ordered” phase, the less favorable species forms slabs of approximately fixed thickness, the number of which increases with increasing concentration. For both constant pressure and constant volume the compressible Ising antiferromagnet showed a closed, Ising like 2nd order phase boundary separating the ordered and disordered states. Of course, these studies were restricted to a single type of compressible Ising model, and the general classifications of such models may be more complex. Much remains to be done.
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[5] This prediction relied on the assumption (Ref. 3) that the interfacial tension between the Si-rich and Ge-rich phases is finite. This has turned out to be incorrect. There is, instead, a complete suppression of capillary waves [6], and also a phase behavior which differs substantially from that assumed in Ref. 3.