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A class of bound-state problems which represent the interaction between a system ofN two-level atoms and
an electromagnetic radiation via anm-photon process is studied, withm = 1, 2, 3, . . . . We also evaluate
some nonlinear effects usually related with the polarisability of the medium and with the dependence on the
intensity of the radiation field on the matter-radiation interaction. We obtain exact values for the eigenstates
and eigenvalues for all values of total angular momentum of the system and all possible numberm of photons
involved in the interaction. We give explicit analytic expressions for small numbers of atoms and discuss some
aspects of the composition of the eigenstates and of the spectra obtained in these cases.

1 Introduction

A standard model most used in quantum optics idealizes
the interaction of the matter with the radiation by a simple
Hamiltonian of a two-level atom coupled to a single bosonic
mode [1]. This Hamiltonian is a central ingredient in the
quantized description of any optical system involving the
interaction between light and atoms. For this Hamiltonian,
mostly the single-particle situation has been studied [2-13].
The purpose of this paper is to give the exact and complete
solution for this model when we consider the presence ofN
two-level systems which interact with a single-mode radi-
ation via a single or multi-photon process, that take place
when the energy separation between the atomic levels is
close to the energy ofm radiation quanta. In this case the ef-
fects of the spatial distribution of the particles it is not taken
into account and the spin angular momentumŜi of each par-
ticle contributes to form a total angular momentumĴ of the
system. We consider in this study the effects due to the non-
linear radiation polarisability with the inclusion of a non-
linear term in the Hamiltonian [8]. This kind of nonlinear
effect is usually considered in the study of micromasers.

Another nonlinear extension of our study takes the cou-
pling between matter and the radiation to depend on the in-
tensity of the radiation field [4-6,9]. It is interesting since
this kind of interaction means that effectively the coupling
is proportional to the amplitude of the field, corresponding
to a more realistic physical situation. We obtain exact val-
ues for the eigenstates and eigenvalues for all values ofj and
for any numberm of photon involved in the atom-radiation
interaction. We give explicit analytic expressions for small
numbers of atoms and discuss some aspects of the spectra

obtained in these cases.
This paper is organized in the following way, in Section

II we introduce the multiatom Hamiltonian with multipho-
ton interaction and its solution; in Section III we do the same
for an intensity-dependent radiation interaction; application
are presented in Section IV and some numerical results with
its discussion are presented in section V. Finally, conclusion
and brief remarks close the paper in Section VI.

2 Multi-atom model with multi-
photon interaction

The Hamiltonian describing the interaction between a
single-mode radiation andN two-level systems via anm-
photon process, when we include nonlinear effects, can be
written as

Ĥ = Ĥ
(0)

+Ĥ
(1)

, where

{
Ĥ

(0)
= ~ωâ†â + m~ωĴ3

Ĥ
(1)

= Ĥint + k̂− ~∆m
Ĵ3

(2.1)
with m = 1, 2, 3, . . . ,

Ĥint = ~Ω
(
âmĴ+ + â†mĴ−

)
and k̂ = ~Θ â†2â2 .

(2.2)
HereΩ is the matter-radiation interaction parameter,Θ is
the nonlinear medium parameter, related to the third-order
nonlinear susceptibility,∆m = mω − ω0 is a constant re-
lated to the detuning of the system andω (ω0) is the field
(atomic transition) frequency. In the above expressions,
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Ĵ± = Ĵ1 ± iĴ2 , (2.3)

whereĴi (with i = 1, 2, and 3) are the components of the
total angular momentum of the system, obtained by the sum
of the spin angular momentum of theN two-level atoms.

To obtain the eigenstates and eigenvalues for the Hamil-
tonian (2.1) we first remember that the bosonic operators,
when applied to the number states, satisfy the following
properties

â|n〉 =
√

n |n− 1〉, and â†|n〉 =
√

n + 1 |n + 1〉 , (2.4)

where the excited bosonic states are written as

|n〉 =

(
â†

)n

√
n!

|0〉 . (2.5)

Now, if we introduce the operators

Âm =
âm

m
, Â†

m
=

â†m

m
,

and

N̂m =
1

2m

(
â†â + ââ†

)
, (2.6)

that satisfy the following commutation relations

[
N̂m , Âm

]
= −Âm ,

[
N̂m , Â†

m

]
= Â†

m
, (2.7)

and

[
Âm , Â†

m

]
=

1
m2

{
(n̂ + m)!

n̂!
− n̂!

(n̂−m)!

}
,

where

n̂ = â†â , (2.8)

then we can rewrite the components of the total Hamiltonian
(2.1) as





Ĥ
(0)

= m~ω
(
N̂

m
+ Ĵ3 − 1

2m

)
,

Ĥint = m~Ω
(
Â

m
Ĵ+ + Â†

m
Ĵ−

)
,

k̂ = m2~Θ
(
N̂m − 1

2m

)(
N̂m − 3

2m

)
.

(2.9)

Note that for m = 1 the new operators reproduce the stan-
dard bosonic commutation relations[n̂, â] = −â, [n̂, â†] =
â†, [â, â†] = 1, characteristic of the Heisenberg-Weyl al-
gebra, and form = 2 these commutation relations, which
can be written as[N̂2 , Â2 ] = −Â2 , [N̂2 , Â†2 ] = Â†

2
, and

[Â2 , Â†2 ] = 2N̂2 , represent the bosonic realization of the
SU(1,1) algebra.

With the new form (2.9) of the total Hamiltonian ele-
ments it is easy to show that the two terms in the Hamil-

tonian (2.1) commute with each other,
[
Ĥ

(0)
, Ĥ

(1)
]

= 0,

therefore it is possible to find a common set of eigenstates
for them. The simplest way to determine the eigenstates and
eigenvalues of that Hamiltonian is by calculating the eigen-
states and eigenvalues ofĤ

(1)
. Taking into account that the

Ĵi operators can be represented by(2j + 1)× (2j + 1) ma-
trices, then by using the form of these matrices we can write
the operatorĤ

(1)
as a tridiagonal matrix with these same

dimensions of̂Ji and whose elements can be written as

c

Ĥ
(1)

ik
=

{
~∆m(i− j − 1) + k̂ , if k = i ;
~mΩ

√
(k − 1)(2j − i + 1) Âm , if k = i + 1 ,

(2.10)

with the propertyĤ
(q)

ki
= (Ĥ

(q)

ik
)† . By considering the properties (2.4) of the bosonic operators and the matrix form of the

operatorĤ
(1)

, we introduce the following vector for its eigenstates

|Ψnm〉 =




Cn |n〉
Cn+m |n + m〉

Cn+2m |n + 2m〉
...

Cn+2jm |n + 2jm〉 ,




n = 0, 1, 2, 3, · · · , (2.11)

where theC coefficients are to be determined by the eigenvalue equation

Ĥ
(1) |Ψnm〉 = Enm |Ψnm〉 , (2.12)

which also determines the eigenvaluesEnm . Basically the vector|Ψnm〉 corresponds to the state of the system with total
angular momentumJ2 = j(j + 1)~2 and each vector component represents one of2j + 1 possible values ofJz. In other
words, the component|n+ km〉 of the vector state|Ψnm〉 represents the quantum state{n, j, mj = j− k}. By considering
that Âm |k〉 = 0 if k < m and
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Â
m
|k〉 =

1
m

√
k!

(k −m)!
|k −m〉 , if k ≥ m , (2.13)

and also

Â†
m
|k〉 =

1
m

√
(k + m)!

k!
|k + m〉 , N̂ †

m
|k〉 =

1
m

(
k +

1
2

)
|k〉 , (2.14)

then, by substituting Eqs. (2.10) and (2.11) into Eq. (2.12) we obtain the set of(2j + 1) coupled algebraic equations which
can be written in a compact form as

(
1− δ

k,1

)
h(k−1) k

C
n+(k−2)m

+ h
k k

C
n+(k−1)m

+
(
1− δ

k,2j+1

)
h

k (k+1) C
n+km

= E
nm

C
n+(k−1)m

, (2.15)

where k = 1, 2, 3, . . . , 2j + 1 and the h-coefficients are defined as

h
i k

= ~
{

Θ [n + (k − 1)m] [n + (k − 1)m− 1]−∆
m

(j − k + 1) , if i = k

Ω
√

(k − 1)(2j − k + 2) [n + (k − 1)m]!/ [n + (k − 2)m]! , if i = k − 1 .
(2.16)

d
With this set of (2j + 1) equations plus the normaliza-
tion condition for the eigenstate it is possible to obtain the
(2j+2) variables that appear in (2.15). This set of equations
can be written in a matrix form as

[h− EnmI]C = 0 , (2.17)

where the tridiagonalh-matrix has its elements given by
Eq. (2.16) with the symmetry conditionh

ki
= h

ik
and be-

ing C the column matrix

C =




C
n

C
n+m

Cn+2m

...
Cn+2jm .




(2.18)

The secular equation associated to Eq. (2.17) gives us the
algebraic equation to calculate the2j +1 possible values for
the eigenvaluesEnm

c

E2j+1

nm
+ D2jE

2j

nm
+ D2j−1E

2j−1

nm
+ · · ·+ D2E

2

nm
+ D1Enm + D0 = 0 , (2.19)

where theD coefficients are related to theh-matrix elements. Finally, by using Eqs. (2.1), (2.11) and (2.12) we have

Ĥ|Ψnm〉 = Enm |Ψnm〉 , where Enm = (n + jm) ~ω + Enm . (2.20)

d
So far we have only discussed about the possibility of

havingn ≥ 0. By considering thatn corresponds to the
smallest number of photons we might measure in the vector
state|Ψnm〉, then whenn ≥ 0, it means that we can find
all values ofmj from −j to j. Therefore when we have

−2j ≤ n < 0 the vector state|Ψnm〉 corresponds to states
in which there are not enough photons to excite the higher
mj values even if all of them are absorbed. In this case,
the vector state (2.11) that represents this situation will be
written as

c

|Ψrm〉 =




0
...
0

C0 |0〉
Cm |m〉

C2m |2m〉
...

C(2j+r)m
|(2j + r)m〉




{−r null components} ,

{(2j + r + 1) non zero components} ,

(2.21)
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where−2j ≤ r < 0. In particular, the caser = −2j , that
corresponds to the vacuum combined with all particles in
their lowest state, represents the ground state of the system.
The determination of the eigenstates and eigenvalues of the
Hamiltonian (2.1) for these2j possiblen negative values
corresponds to a particular application of the general treat-
ment presented before and it will be studied and analyzed
for each particularj value in the applications below.

3 Multi-atom model with intensity-
dependent multi-photon interac-
tion

We now introduce an intensity-dependent interaction be-
tween matter, constituted byN two-level particles, and radi-
ation via anm-photon process by using the following form

for the interaction Hamiltonian

Ĥint = m~Ω
(
B̂

m
Ĵ+ + B̂†

m
Ĵ−

)
, (3.1)

where the new operators are defined as

B̂
m

= Â
m

√(
mN̂

m
− 1

2

)

and

B̂†
m

=

√(
mN̂

m
− 1

2

)
Â†

m
. (3.2)

The other terms in the total Hamiltonian (2.1) keep the
same forms as used in the previous Section. These facts im-
ply that the diagonal elements of the total HamiltonianĤ
are still given by Eq. (2.10) and the non diagonal matrix el-
ements now are written as

c

Ĥ
ik
≡ Ĥ

(1)

ik
= ~mΩ

√
(k − 1)(2j − i + 1) B̂m , if k = i + 1 , (3.3)

with i, k = 1, 2, 3, . . . , 2j + 1 , and with the propertyĤ
ki

= Ĥ†
ik

. Again, those both terms,̂H0 and Ĥ1 , in the total
Hamiltonian (2.1) commute with each other. Therefore, it is possible to use the same technique as used in the preceding
Section to obtain the eigenstates and eigenvalues for the total Hamiltonian. Now, by considering thatB̂m |k〉 = 0 if k < m
and

B̂m |k〉 =
1
m

√
k k!

(k −m)!
|k −m〉 =

√
k Âm |k〉 , if k ≥ m, (3.4)

and also

B̂†
m
|k〉 =

1
m

√
(k + m)(k + m)!

k!
|k + m〉 =

√
k + m Â†

m
|k〉 , (3.5)

then using Eqs. (3.3) and (2.11) into Eq. (2.12) we obtain a new set of(2j + 1) coupled algebraic equations which can be
written in a compact form as

(
1− δ

k,1

)
h̃(k−1) k

C
n+(k−2)m

+ h
k k

C
n+(k−1)m

+
(
1− δ

k,2j+1

)
h̃

k (k+1) C
n+km

= Enm C
n+(k−1)m

, (3.6)

where k = 1, 2, 3, . . . , 2j + 1 and the new̃h
i k

coefficients, withi 6= k, are related with the previous one (h
i k

) by

h̃
i k

=
√

n + (k − 1)m h
i k

with i = k − 1 , (3.7)

and the symmetry propertỹh
i k

= h̃
k i

. The diagonalh
kk

coefficients remain given by Eq. (2.16). Again, the above
set of equations can be written in a matrix form as given
by Eq. (2.17), except that the non diagonal matrix elements
of h appear now substituted by theseh̃

i k
new elements. In

this case, to have the spectra we need to resolve Eq. (2.19),
where theD coefficients take into account the changes in
Eq. (3.6).

It is important to note that the inclusion of negative val-

ues ofn for this case can be done in the same way as in-
dicated in the previous Section. However, in contrast with
what we have for the previous case, the effects of the in-
tensity dependence on the eigenstates and eigenvalues forn

negative values will only be observed forj ≥ 1.

4 Applications

A. Single-particle system

In this casej = 1/2 and the Hamiltonian̂H
(1)

will be a
2 × 2 matrix. Applying this Hamiltonian to the eigenstate
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equation (2.12), we obtain the matrix equation (2.17) with

ĥ =
[

h11 h12

h12 h22

]
, (4.1)

being the h
ik

coefficients given by Eq. (2.16). Then the sys-
tem of equations (2.15) becomes

{
h11Cn

+ h12Cn+m
= E

nm
C

n

h12Cn + h22Cn+m = EnmCn+m ,
(4.2)

and, from Eq. (2.19), we have an algebraic quadratic equa-
tion with coefficients D1 = −(h11 + h22) and D0 =
h11h22 − h2

12
for the eigenvalues which will be given by

c

E(±)
nm

=
~
2

{
Θ

[
2n2 + (2n + m)(m− 1)

]±
√

4Ω2(n + m)!
n!

+ [Θm(2n + m− 1) + ∆m ]2
}

. (4.3)

From Eqs. (4.3), (4.2) and the eigenstate normalization condition we can determine theC coefficients and show that the
eigenstates for the total Hamiltonian̂H can be written as

|Ψ(±)
nm
〉 =

1√
1 +

(
γ

(±)
n+m

)2

[ |n〉
±γ(±)

n+m
|n + m〉

]
, (4.4)

with n = 0, 1, 2, . . . , m = 1, 2, 3, . . . , where

γ(±)
n+m

=
1√

1 + δ2
n+m

∓ δn+m

and δn+m =
Θm(2n + m− 1) + ∆m

2Ω
√

(n + m)!/n!
, (4.5)

with eigenvalues given by

E(±)
nm

= ~ω
(
n +

m

2

)
+ E(±)

nm
. (4.6)

For the case of intensity-dependent interaction, we obtain (with the changeh
ik
→ h̃

ik
, i 6= k), the following eigenvalues

of Ĥ
(1)

E(±)
nm

=
1
2
~Θ

[
2n2 + (2n + m)(m− 1)

]

±1
2
~
√

4Ω2(n + m)(n + m)!
n!

+ [Θm(2n + m− 1) + ∆m ]2 , (4.7)

d

while the eigenstates for the total Hamiltonian̂H can be
written in the same form given by Esq. (4.4) and (4.5), but
with

δn+m =
Θm(2n + m− 1) + ∆m

2Ω
√

(n + m)(n + m)!/n!
. (4.8)

The eigenvalues for the total intensity-dependent Hamilto-
nian will be written as in Eq. (4.6) but, now, withE(±)

nm
given

by Eq. (4.7). These results can be reduced to the standard
model and to the intensity dependent interaction standard
model results [13, 14] when we assume the valuem = 1
and turn off the nonlinearity term takingΘ = 0.

For j = 1/2 the only possible negativen value is
r = −2j = −1 that corresponds to the ground state of the

system. Considering this fact and using Eqs. (2.21), (4.1)
and (4.2) it is easy to show that

|Ψ−1m〉 =
[

0
|0〉

]
,

E−1m = ~
[
(m− 1)ω − ω0

2

]
. (4.9)

In the case of the intensity dependent interaction we have
these same results for the eigenvalues and eigenstates as
written in Eqs. (4.9).

B. Three-particle system

In this case we can havej = 1/2 or j = 3/2. We have
already studied the first possibility. For the secondj value,
the HamiltonianĤ

(1)
is a 4 × 4 matrix that applying to
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the eigenstate equation (2.12), give us the matrix equation
(2.17) with

ĥ =




h11 h12 0 0
h12 h22 h23 0
0 h23 h33 h34

0 0 h34 h44


 , (4.10)

being the h
ik

coefficients given by Eq. (2.16). Then the sys-
tem of equations (2.15) becomes





h11Cn + h12Cn+m = Enm Cn

h12Cn
+ h22Cn+m

+ h23Cn+2m
= E

nm
C

n+m

h23Cn+m + h33Cn+2m + h34Cn+3m = Enm Cn+2m

h34Cn+2m
+ h44Cn+3m

= E
nm

C
n+3m

,

(4.11)

and Eq. (2.19) is an algebraic quartic equation with coeffi-
cients

c





D3 = − (h11 + h22 + h33 + h44)
D2 = h11h22 + h11h33 + h11h44 + h22h33 + h22h44 + h33h44 −

(
h2

12
+ h2

23
+ h2

34

)
D1 = − (h11h22h33 + h11h22h44 + h11h33h44 + h22h33h44)

+ (h33 + h44) h2
12

+ (h11 + h44) h2
23

+ (h11 + h22) h2
34

D0 = h11h22h33h44 −
(
h33h44h

2
12

+ h11h44h
2
23

+ h11h22h
2
34
− h2

12
h2

34

)
,

(4.12)

and the eigenvaluesE
(1,2,3,4)

nm
can be obtained by its roots, as shown in Appendix II. From Eqs. (6.8), (4.11), (2.20) and the

eigenstate normalization condition we can determine theC coefficients and show that the eigenstates for the total Hamiltonian
can be written as

|Ψ(k)

nm
〉 =

1√
1 +

(
γ(k)

n

)2
+

(
γ(k)

n+m

)2

+
(
γ(k)

n+3m

)2




γ
(k)

n
|n〉

γ
(k)

n+m
|n + m〉

|n + 2m〉
γ

(k)

n+3m
|n + 3m〉


 , (4.13)

where

γ
(k)

n
= Γ

(k)

1
γ

(k)

n+m
, γ

(k)

n+m
=

Γ
(k)

3

1− Γ(k)

1
Γ(k)

2

, γ
(k)

n+3m
= Γ

(k)

4
(4.14)

with k = 1, 2, 3, 4 and

Γ
(k)

1
=

h12

E (k)

nm
− h11

, Γ
(k)

2
=

h12

E (k)

nm
− h22

, Γ
(k)

3
=

h23

E (k)

nm
− h22

, Γ
(k)

4
=

h12

E (k)

nm
− h44

, (4.15)

and its associated eigenvalues can be written as

E
(k)

nm
=

(
n +

3
2
m

)
~ω + E (k)

nm
. (4.16)

Again, the results for the intensity-dependent interaction
are obtained with the changeh

ik
→ h̃

ik
, with i 6= k. Ba-

sically this change implies in a modification in theD0 , D1

andD2 coefficients of the algebraic quartic equation for the
eigenvalues and in theΓ-terms for the eigenstates.

For this value ofj, the possiblen negative values are
r = −2j+2 = −1, r = −2j+1 = −2 andr = −2j = −3,
the last one being the ground state of the system. First, us-
ing Eqs. (2.21) and (4.10) forr = −1, we find the following
system of equations

c





− 1
2~∆mC0 + 2~Ω

√
m! Cm = E−1mC0

2~Ω
√

m!C0 + ~
[
Θm(m− 1) + 1

2∆m

]
Cm + ~Ω

√
3(2m)!

m! C2m = E−1mCm

~Ω
√

3(2m)!
m! Cm + ~

[
2Θm(2m− 1) + 3

2∆m

]
C2m = E−1mC2m ,

(4.17)

and from Eq. (2.19) we have an algebraic cubic equation with coefficients
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D2 = −~ [
Θm(5m− 3) + 3

2∆
m

]
D1 = ~2

{
Θm(m− 1) [2Θm(2m− 1) + ∆m ]− 1

4∆2
m
− Ω2 [4m! + 3 (2m)!/m!]

}
D0 = ~3

{
4Ω2m! + 1

2∆
m

[
Θm(m− 1) + 1

2∆
m

]} [
2Θm(2m− 1) + 3

2∆
m

]
− 3

2~
3Ω2∆

m
(2m)!/m! ,

(4.18)

for the eigenvaluesE (1,2,3)

−1m
, that can be obtained by using the recipe presented in Appendix I. From Eqs. (4.17), the normaliza-

tion condition and with the eigenvaluesE (1,2,3)

−1m
we can calculate theC coefficients and show that the eigenstates for the total

HamiltonianĤ in this case can be written as

|Ψ(k)

−1m
〉 =

1√
1 +

(
γ(k)

0

)2
+

(
γ(k)

2m

)2




0
γ

(k)

0
|0〉

|m〉
γ

(k)

2m
|2m〉


 (4.19)

where

γ
(k)

0
=

2~Ω
√

m!
E (k)

−1m
+ 1

2~∆m

, γ
(k)

2m
=

~Ω
√

3(2m)!/m!
E (k)

−1m
− ~ [

2Θm(2m− 1) + 3
2∆m

] (4.20)

with k = 1, 2, 3 and the eigenvalues given by

E
(k)

−1m
=

1
2
(3m− 2) ~ω + E (k)

−1m
. (4.21)

The modifications required to get the results for intensity dependent interaction case can be reduced to the change of the
factors

√
m! by

√
mm! and

√
3(2m)!/m! by

√
6m (2m)!/m! in Eqs. (4.17), (4.18) and (4.20). For the case ofr = −2,

after taking the same procedure used before, we find the following system of equations

{
1
2~∆mC0 + ~Ω

√
3m! Cm = E−2m C0

~Ω
√

3m! C0 + ~
[
Θm(m− 1) + 3

2∆
]
Cm = E−2mCm ,

(4.22)

giving for the coefficients of the algebraic quadratic equation for the eigenvalues (2.19)
{

D1 = −~ [Θm(m− 1) + 2∆m ]
D0 = 1

2~
2∆m

[
Θm(m− 1) + 3

2∆m

]− 3~2Ω2m! . (4.23)

So, we find

E(±)
−2m

=
~
2

{
[Θm(m− 1) + 2∆m ]±

√
[Θm(m− 1) + ∆m ]2 + 12Ω2m!

}
. (4.24)

d

Again, from Eqs. (4.24), (4.22) and the eigenstates normal-
ization condition we can determine theC coefficients and
show that the eigenstates for the total HamiltonianĤ for
this case can be written as

|Ψ(±)
−2m

〉 =
1√

1 +
(
γ(±)

m

)2




0
0
|0〉

±γ(±)
m
|m〉


 , (4.25)

where

γ(±)
m

=
1√

1 + δ2
m
∓ δm

and

δm =
Θm(m− 1) + ∆m

2
√

3m! Ω
, (4.26)

being its eigenvalues given by

E(±)
−2m

=
1
2
(3m− 4) ~ω + E(±)

−2m
. (4.27)

Now, the results for the intensity dependent interaction case
can be obtained with the change of the factor

√
3m! by√

3mm! in Eqs. (4.22), (4.23), (4.24) and (4.26). Finally,
using Eqs. (2.21), (4.10) and (4.11) forr = −3, we find

E−3m =
1
2
(3m− 6) ~ω + E−3m
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with

E−3m
=

3
2
~∆

m
, (4.28)

and

|Ψ−3m〉 =




0
0
0
|0〉


 . (4.29)

For this last case we do not observe the effects of the inten-
sity dependent interaction on the results for the eigenstates
and eigenvalues of the total Hamiltonian.

After these applications we emphasize that is just a mat-
ter of simple numerical work to find the eigenstates and the
energy spectra, for any higher value ofj. It is straight-
forward to do an analytical calculation up to five particle
system,jmax = 5/2, when we have a resonant situation
(∆m = 0) and we do not consider the presence of the non-
linearity term(Θ = 0).

5 Numerical results and discussion

In this section we show some examples of exact numerical
applications of the formalism developed in the previous sec-
tions.

In tables 1 and 2 we show the results for energy eigen-
values,Enm , for the cases of one-particle and three-particle
systems;j = 1/2 andj = 1/2, 3/2, respectively. The en-
ergiesEnm are given in units of~ω. The used values of
the constantsΩ, Θ and∆m are chosen in a such way that
the model approximation is preserved. The bosonic quan-
tum number,n, is chosen as−2j ≤ n ≤ 2 and number
of photons taking part in each process asm = 1, 2, 3. Re-
sults in bold face stand for the intensity-dependent interac-
tion case, otherwise for non intensity-dependent one. As
shown in the tables, for all values ofm, the number of levels
increases from1 to 2j + 1, asn goes from−2j to n = 2.
Since the ground-state is a photon free state, the results for
the intensity-dependent and non intensity-dependent cases
for the ground states are equal for each value ofm. For
each value ofj, the first excited state form = 1 (labeled
by n = −2j + 1), also has a same value for the intensity-
dependent and non intensity-dependent situations. However,
now this is because of the dependence onn andm shown by
the eigenvalues,Enm . For each value ofj, asm increases
the splitting among energy levels also increases. This effect
is stressed in the case of intensity-dependent interaction.

Figure (1a) shows the behavior of the energy level dia-
gram of the system form = 1 andj = 1/2 with the energies
given in units of~ω. In this figure we can see the split of the
energy levels when we gradually turn on each component
of the total HamiltonianĤ, process that is represented by
the columns (A), (B), (C), and (D). The column (A) shows
only the contribution of the radiation for the energy of the
system since that the other components of the total Hamil-
tonian are turned off. The column (B) shows the symmetric

splitting in the original energy levels caused by the inclu-
sion of the matter-radiation interaction with a strength pa-
rameter Ω = 0.3 ω. The column (C) shows the effects of
the inclusion of the nonlinear term with a strength parame-
ter Θ = 0.2 ω in the total Hamiltonian. We can see that
the net effect in this case is a shifting up and the increasing
of the energy gap between the primary shifted levels when
n ≥ −2j + 2. Finally, the last column (D) presents the
increasing of the energy gap between the primary shifted
energy levels when we turn on the detuning of the system
with ∆1 = 0.2 ω. Note that the ground state energy is only
modified by the presence of the nonresonant term,~∆1 Ĵ3 ,
in the total Hamiltonian. This is because the ground state is
a no photon state. It is important to note that forj = 1/2
case the introduction of the nonlinear term in the Hamilto-
nian does not affect the results forn negative values. This
is because this nonlinear term takes into account a change
of two photons and, thus, it is necessary to have eigenstates
corresponding to bosonic states components|k〉 with k > 2.
Only for higherj values we can observe the effects of the
nonlinearity on the eigenstates and eigenvalues forn neg-
atives values. Figure (1b) is the intensity-dependent radia-
tion version of Fig. (1a). If we compare these figures we
conclude that the action of the intensity-dependence in the
matter-radiation interaction is to generate an amplification
in the energy gap of the levels which are sensitive to this
dependence(n ≥ −2j + 2).
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Figure 1a. The behavior of the energy level diagram of the system
for j = 1/2 with the energies given in units of~ω. We can follow
the split of the energy levels when we gradually turn on each com-
ponent of the total Hamiltonian̂H, a process that is represented by
columns (A), (B), (C) and (D). The set of strength used is given in
the text. Figure (1b) is the the radiation intensity-dependent inter-
action version of Figure (1a).

Figures (2a) and (2b) are the version of Figs. (1a) and
(1b) for m = 1 and j = 3/2, recpectively. We observe
the same behavior presented forj = 1/2 case in the split-
ting of the energy levels when we turn on each component of
the Hamiltonian, except for the splited energy levels number
and the increasing in the energy gap between the levels.
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Table 1. Values ofEnm for j = 1/2 (single particle and three particle systems).

Enm(~ω) , j = 1/2 , Ω = 0.3 ω , Θ = ∆m = 0.2 ω .

m

n 1 2 3
-1 -0.4 -0.4 0.6 0.6 1.6 1.6
0 0.184 0.184 0.680 0.530 1.085 0.647

0.816 0.816 1.720 1.871 3.115 3.553
1 1.180 1.029 1.585 1.147 1.738 0.486

2.220 2.371 3.615 4.053 5.662 6.914
2 2.579 2.270 2.887 2.048 2.698 0.167

4.021 4.330 5.913 6.752 8.702 11.233

Table 2. Values ofE
nm

for j = 3/2 (three-particle system).

E
nm

(~ω) , j = 3/2 , Ω = 0.3 ω , Θ = ∆
m

= 0.2 ω .

m

n 1 2 3
-3 -1.2 -1.2 0.3 0.3 1.8 1.8
-2 -0.829 -0.829 0.606 0.318 1.847 0.987

0.229 0.229 2.194 2.482 4.753 5.613
-1 -0.287 -0.465 0.914 -0.554 0.544 -7.227

0.703 0.6 2.430 2.196 3.875 3.614
1.784 2.065 5.756 7.458 13.581 21.613

0 0.453 -0.014 1.443 -2.101 -1.864 -25.329
1.291 1.126 2.892 2.485 4.113 3.378
2.227 2.156 5.508 5.217 9.352 8.863
3.629 4.331 10.957 15.200 27.999 52.688

1 1.496 0.642 2.351 -2.457 -2.012 -33.215
2.628 2.236 4.388 3.287 5.081 2.914
4.031 4.116 8.203 8.205 13.043 13.641
5.846 7.006 14.658 20.565 34.688 67.459

2 2.912 1.620 3.538 -2.811 -2.147 -42.408
4.405 3.819 6.405 4.496 6.508 2.197
6.230 6.477 11.299 11.740 17.264 19.623
8.454 10.083 18.758 26.576 41.975 84.188

Figure (3a) shows the behavior of the energy level dia-
gram of the system forj = 3/2, n = 2 andm = 1, 2, 3;
with energies given in units of~ω. In this Figure we can
see the split of the energy levels when we gradually turn on
each component of the total Hamiltonian̂H, process that
is represented by columns (A), (B), (C) and (D). The left-
most column (A) shows only the contribution of the radia-
tion for the energy of the system since the other components
of the total Hamiltonian are turned off. The next column (B)
shows the symmetric splitting in the original energy levels
caused by the inclusion of the matter-radiation interaction
with a strength parameterΩ = 0.3 ω. The third column (C)
shows the effects of the inclusion of the nonlinear term with
a strength parameterΘ = 0.2 ω in the total Hamiltonian.

We can see that the net effect in this case is a shifting up and
the increasing of the energy gap between the primary shifted
levels. The last column (D) presents the increasing of the
energy gap between the primary shifted energy levels when
we turn on the detuning of the system with∆m = 0.2 ω.
Finally, we note that asm increases, the gap between levels
also increases. This kind of behavior of the energy levels is
present for all excited states.

Figure (3b) is the intensity-dependent version of Fig.
(3a). If we compare these two set of figures we conclude
that the action of the intensity-dependence in the matter-
radiation interaction is to generate an amplification in the
energy gap of the levels.
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Figure 2a. Thej = 3/2 version of Figs. (1a) and (1b).
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Figure 3a. Some of energy levels for aj = 3/2 system with
n = 2 and m = 1, 2 and 3, as each component of the total
HamiltonianĤ is progressively added, a process that is represented
by columns (A), (B), (C), and (D). Figure (3b) is the radiation
intensity-dependent version of Figure (3a).
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Figure 4. Weight of each component,Pn+km = C2
n+km

, in the

composition of the state vectors,|Ψ(1,2,3,4)

nm
〉 for j = 3/2, and

n = m = 2. The left column is for a non intensity-dependent
interaction and the right column is for an intensity-dependent one.

Figure (4) shows the weight of each component,
P

n+km
= C2

n+km
, with k = 0, 1, 2 and 3, in the com-

position of the state vectors,|Ψ(1,2,3,4)

nm
〉 for j = 3/2, and

n = m = 2. The values of parametersΩ, Θ and∆m are the
same as in the tables 1 and 2. In this Figure are shown the
2j + 1 states, from the less energetic state in the top to the
more one in the bottom and the size of the vertical bars are
proportional to the weight of the correspondent component.
The column to the left is for the non intensity-dependent sit-
uation and that one to the right is for the intensity-dependent
case. Clearly, in the non intensity-dependent situation and
for the lowest energy eigenvalue (in the top), the compo-
nents more important in the composition of the eigenstate
correspond to the lower bosonic states. As the energy eigen-
value increases (going down in the figure), this behavior
gradually change, in a such way that for the highest energy
eigenvalue (in the bottom) we observe that the components
with more importance in the composition of the eigenstate
correspond to the higher bosonic states. For the intensity-
dependent situation and for the positive energy eigenvalues,
we observe the same behavior as describe above for the rel-
ative importance of the components in the composition of
the eigenstate. However, for the only one eigenstate with a
negative energy eigenvalue (in the top), we see that interme-
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diate components present a higher relative importance than
the components in the extremes. A non observed vertical bar
in the figures does not mean that the respective component
is null, but only that in the figure scale its relative value can
not be represented.

Figure (5) is the same as for Figure (4) withn = m = 3.
As we can see, for negative (top of each column) and posi-
tive energy eigenvalues, the general behavior for the relative
importance of the components is the same as describe be-
fore.
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Figure 5. The version of Fig. (4) forn = m = 3.

6 Conclusions

In this article we introduced a model for interaction between
the matter, consisting ofN two-level particles, and the radi-
ation via anm-photon process, withm = 1, 2, 3, . . . . The
model includes the nonlinear effects related with the non-
linear polarisability in a nonlinear medium and nonlinear
effects due an intensity-dependent radiation coupling. We
present the exact results for the eigenstates and eigenvalues
for some different values ofj in terms of the photon number
m. We compare the different spectra to evaluate the effects
of the photon number involved in the interaction and the dif-
ferent sources of nonlinearity and also discuss some aspects
of the composition of the eigenstates and of the spectra ob-
tained in these cases.

We emphasize that our general model makes possible to
resolve simultaneously problems with different Hamiltoni-
ans; as we setΘ = ∆

m
= 0, our model reduces to a bare

resonant model for a multi-atom system interacting with an
electromagnetic radiation via a multi-photon process; if we
put Θ = 0, ∆

m
6= 0, we get a bare multi-atom -photon non

resonant model and if we setΘ 6= 0, ∆
m

= 0, we have a
multi-atom -photon resonant model with a nonlinearity. We
showed that it is straightforward to generalize all these situ-
ations for an intensity-dependent interaction.

A related quantum mechanical model for the propaga-
tion of light through a nonlinear medium taking into ac-
count the nonlinear polarisability of radiation was presented
in Ref. [15]. Our Hamiltonian can be considered a gen-
eralization of this model. Indeed, form = 1, using the
Holstein-Primakoff boson mapping of the angular momen-
tum algebra:





Ĵ+ =
√

2j b̂†
(√

1− 1
2j b̂†b̂

)
,

Ĵ− =
√

2j
(√

1− 1
2j b̂†b̂

)
b̂,

Ĵ3 = −1 + b̂†b̂ ,

(6.1)

and introducing the scaled matter-radiation interaction pa-
rameter

Ω =
Ω′√
2j

(6.2)

one sees that in the limitj → ∞, substitution of Eq. (6.1)
into Eqs. (2.1), (2.1), (2.2) yields the Hamiltonian

c

Ĥ = ~ωâ†â + ~ω0b̂
†b̂ + ~Ω′

(
âb̂† + â†b̂

)
+ ~Θ â†2â2 (6.3)

d

up to a constant. Eq. (6.3) is the Hamiltonian studied in
Ref. [15]. Our Hamiltonian can also be considered as an
exactly-solvable coupled-channels problem. As many inter-
esting problems in areas ranging from nuclear physics [16]
to the study of transitions from metastable states [17] have
coupled-channels form, our Hamiltonian can be a starting

point for other models.

Appendix I

The roots of the cubic algebraic equation
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E
3

qn
+ D2E

2

qn
+ D1Eqn

+ D0 = 0, (6.4)

can be obtained by[18]





E
(1)

qn
= (E+ + E−)− 1

3D2

E
(2)

qn
= − 1

2 (E+ + E−)− 1
3D2 + i

√
3

2 (E+ − E−)
E

(3)

qn
= − 1

2 (E+ + E−)− 1
3D2 − i

√
3

2 (E+ − E−) .

(6.5)

whereE+ and E−, that must be complex conjugate, are
given by

E± =
[
u±

√
p3 + u2

]1/3

,

with
{

p = 1
9

(
3D1 −D2

2

)
u = 1

6 (D1D2 − 3D0)− 1
27D3

2
.

(6.6)

Appendix II

The roots of the quartic algebraic equation

E
4

qn
+ D3E

3

qn
+ D2E

2

qn
+ D1Eqn

+ D0 = 0 , (6.7)

can be obtained by[19]

c





E
(1,2)

qn
= − 1

4 (D3 + 2Ba)±
√

1
16 (D3 + 2Ba)2 − (Bk + Bb)

E
(3,4)

qn
= − 1

4 (D3 − 2Ba)±
√

1
16 (D3 − 2Ba)2 − (Bk −Bb) ,

(6.8)

where





Ba =
√

2Bk −D2 + 1
4D2

3

Bb = (BkD3 −D1) /(2Ba)
Bk = B+ + B− + 1

6D2 ,

with B± =
[
u±

√
u2 + p3

]1/3

, (6.9)

and

{
p = 1

36

[
3 (D1D3 − 4D0)−D2

2

]
u = 1

216D3
2
− 1

48

[
D1 (D2D3 − 3D1) + D0

(
8D2 − 3D2

3

)]
.

(6.10)

d
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