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This paper is a survey on Symplectic Integrator Algorithms (SIA): numerical integrators designed
for Hamiltonian systems. As it is well known, n degrees of freedom Hamiltonian systems have
an important property: their ows preserve not only the total volume of the phase space, which
is only one of the Poincar�e invariants, but also the volume of sub-spaces less then 2n. These
invariants are inherited from the conservation of the symplectic area. It is usually demanded of
integrators that they should preserve energy. In this survey the main point is to convince the
readers that the preservation of the symplectic area or canonicity of the Hamiltonian ow can be
equally important, mainly when the concern is not one particular trajectory but the behavior of the
phase space as a whole for long intervals of time. The KAM theorem asserts that for any integrable
Hamiltonian perturbed by a small Hamiltonian term, such as that caused by the construction of the
SIA, the perturbed dynamics preserves most of the incommensurate, nondegenerate, invariant tori.
Unstable objects and their invariant manifolds are structurally stable and will be well represented
by symplectic integrators.

I Introduction

A great number of phenomena are modelled by ordi-
nary di�erential equations. When solved, analytically
or numerically, they describe the time evolution of the
quantities used to model the phenomena. Among these
systems there are those called conservative or Hamilto-
nian; there also exists systems that are dissipative but
have a Hamiltonian core, for example, the movement
of an electron in an electron ring. The applications of
these latter systems cover many areas such as engineer-
ing, plasmas, celestial mechanics, particle accelerators,
and many problems originating from hydrodynamics,
elasticity, relativity and quantum mechanics.

Analytical solutions for Hamilton's equations are
exception rather than the rule. This means that there
are very few integrable Hamiltonian systems, and we
have to use numerical codes to solve the equations. Nu-
merical codes reduce the di�erential equations to �nite
di�erence equations through algorithms which are now
standard, for instance the Runge-Kutta family, linear
multistep codes, extrapolation methods, Taylor series,
to mention some of the main methods. Most of these al-
gorithms are well known, not only practically but also
theoretically. Their stability is a research area on its
own, including techniques originated from the well es-
tablished theory of Dynamical Systems (Gri�ths et al.,
Sanz-Serna and Vadillo, 1987). However, when we have
to �nd numerical solutions of a Hamiltonian set of dif-
ferential equations, the standard integrators, no matter

how well established, do not have any information re-
garding the natural geometry of the Hamiltonian sys-
tem. Usually, only the conservation of energy is moni-
tored, and there are techniques to force the numerical
solution to remain on a selected energy surface.

At the end of the eighties, the �rst ideas on sym-
plectic integrators were launched, based on the work
of De Vogleare, who pioneered the subject in 1953. A
pioneering Symplectic Integrator Algorithm (SIA), due
to J. Wisdom, appeared in the early eighties, and it
was applied to Celestial Mechanics with good results.
He obtained the symplectic scheme by means of peri-
odic Dirac functions. The periodic deltas were used by
Wisdom to replace the high frequency time dependent
perturbation, but as a matter of fact he obtained a �rst
order SIA. The boom of these schemes reached its max-
imum at the beginning of the nineties, and culminated
with a meeting held at the Fields Institute, Canada, at
the end of 1993. The SIA's can be obtained by \sym-
plecti�cation" of some existing algorithms, generating
functions of canonical transformations (a natural sym-
plectic integrator), and some researchers started even at
a more basic level, the variational principle itself (Wu
1990, Maclahan and Scovel 1993).

The results showed that the SIA's have generally
a better performance in qualitative long term investi-
gations, although the energy is preserved only on an
average. There are interesting examples that point to-
wards the necessity of preserving the symplectic area or
angular momentum rather than the energy which will
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be discussed later. The main weakness is their poor
performance with adaptative step schemes. Neverthe-
less, their performance on preserving adiabatic invari-
ants has not been excelled by any other kind of algo-
rithm [Benettin et al, l994, Shimada and Yoshida, l996].
Benetin studying models of classical gases uses explic-
itly the interpretation that when one numerically inte-
grates the system of Hamilton's equation, using a sym-
plectic algorithm, one replaces the "true" Hamiltonian
H by a di�erent Hamiltonian K�, �{close to it, and then
iterates "exactly" (within the round-o� error of the ma-
chine) the time-one mapping of K�. Some builders of
accelerators (Forest and Ruth, 1990) had used SIA's as
a tool long before the subject became more popular.
The electron ring is a nice example of a system that, in
spite of losses by radiation, has a Hamiltonian core, as
already mentioned.

I do not mean to cover all the richness of numer-
ical integrators, their accuracy and stability, but only
mention the main aspects bearing on the discussion of
the SIA's. I give some examples on the main features
using a Yoshida{Ruth SIA of 4th order and a symplec-
tic midpoint RK2. Included is a fairly complete set of
references with some comments. To make the text self-
contained, I start with a note on Hamiltonian systems
and their invariants. The group aspect of the dynamics
will also be briey discussed since it is used to derive
higher order SIA's from lower order ones.

There is an alternative to symplectic integrators,
which are the exact energy-momentum conserving algo-
rithms, designed to preserve these constants of motion.
There is a theorem by Zhong Ge and Marsden (l988)
which says that, unfortunately, there cannot exist inte-
gration schemes which are both symplectic and energy
conserving for non-integrable systems: the only one to
preserve both is the ow of the system itself. There-
fore, we always have to pay a price for non-integrable
systems: a kind of numerical uncertainty principle.

II Hamiltonian Systems: invari-

ants and canonical transfor-

mations

A Hamiltonian system is a set of 2n equations given
by:

_q =
@H

@p
; _p = �

@H

@q
(1)

whereH(p;q) is the Hamiltonian function and (p;q) =
(qi1 ; � � � ; qin ; pi1 ; � � � ; pin) denotes the n canonically con-
jugated pair of generalized positions and momenta. The
ow of a Hamiltonian system preserves volume accord-
ing to Liouville's theorem. However, there are systems
that preserve phase space volume and are not Hamil-
tonian. This is due to the fact that volume preserva-
tion is only one of the many possible invariants that

can be derived from the conservation of the symplec-
tic area which gives to the Hamiltonian phase space
its typical geometric structure. More precisely, the
ow of a Hamiltonian system with n degrees of free-
dom preserves the sum of the projected areas on the
n (pi; qi); i = 1 � � �n, planes. This structure, called
symplectic structure, de�ned by the non-degenerate
closed 2-form:

w2 = dp ^ dq = d(pdq) = dS ; (2)

also known as the wedge product. Note that the 2-form
is the di�erential of the reduced action dS = pdq. The
wedge product of two arbitrary vectors u, v of the phase
space is de�ned by the operation:

u ^ v = (uJ;v) ; (3)

where

J =

�
0 I

�I 0

�
; (4)

0 and the unity matrix I are n � n blocks. J de�nes
the standard canonical structure and is known as the
standard symplectic matrix.

If one integrates the k0th order invariant w2k,
over an arbitrary 2k-dimensional region of the 2n-
dimensional phase space, 1 � ik � n, one obtains the
invariantZ

� � �

Z X
i1�i2����ik

dpi1 � � � dpikdqi1 � � � dqik ; (5)

on the 2k-dimensional subspace of the phase space.
Making k = n this becomes Liouville's Theorem on
the preservation of phase space volume. The various
powers of w2 are known as the Poincar�e invariants. An
even more valuable invariant can be written if time and
minus the Hamiltonian itself are taken as the (n+1)th
pair, (qn+1; pn+1); taking k = 1 and applying Stoke's
theorem:

Z Z nX
i=1

dpidqi =

Z  nX
1=1

pidqi �Hdt

!
= const; (6)

this equality for all circuits taken on a tube of tra-
jectories is known as the Poincar�e-Cartan theorem. If
dt = 0, the circuits are at constant t and the left hand
side reproduces (5) in the particular case of k = 1.
The form pdq � Hdt is known as the integral invari-
ant of Poincar�e-Cartan . From the right hand side of
equation (6) one can derive all the generating functions
S(p;q; t) and rules for obtaining all canonical transfor-
mations, and in particular the ones found in most text-
books. The interested reader can �nd more details in
Arnold (l978), Abraham and Marsden (l978), Marsden
and Ratiu (l994) and Goldstein (l980).
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In terms of the standard symplectic matrix, a canon-
ical transformation of variables T : (p; q) ! (P;Q) is
such that

(r(p;q)T )
TJr(p;q)T = J; (7)

(r(p;q)T ) being the Jacobian matrix of T and T stands
for the transposing operation.

In Hamilton-Jacobi theory it is necessary to �nd a
canonical time-dependent transformation which takes a
set of variables (po;qo) at t = 0, to another set (p;q)
at time t. In fact, this is one of the ways of getting a
symplectic integrator: we can go forward from to to t,
and, more, we do so canonically. This map acting for a
time interval h = t � t0, the path of the integrator, is
usually called \the step" of the integrator (symplectic
or not) which will be denoted M(t), then:�

p

q

�
=M(t)

�
po
qo

�
: (8)

The integrating step M(t) is then naturally a symplec-
tic mapping, that is

(r(p;q)M)T Jr(p;q)M = J ; (9)

in accordance with (7). The above symplectic condition
should be veri�ed to the same order as the precision of
the symplectic operator M(t). In this way, it can be
guaranteed that the numerical solution given after k
steps ofM(t), i.e., for tk = kt, has the same qualitative
behavior of the exact solution: they should agree with
each other on the Poincar�e invariants up to the same
order of the integrator.

Recall that for any pair of functions on the phase
space, one can de�ne a bilinear operation f; g, the Pois-
son bracket, by

ff; gg =

nX
i

@f

@qi

@g

@pi
�
@f

@pi

@g

@qi
(10)

Then de�ne z = (p;q) so that the Hamiltonian system
can be written in the compact form

dz

dt
= fz; Hg : (11)

It is easy to solve the above equation up to �rst or-
der, taking the right hand side evaluated at the initial
condition

z1 = zo + fzo; Hg t: (12)

This �rst order approximation is known as the Euler
step for a �rst order numerical integrator, and if it is
substituted back in the original equation and integrated
again, one obtains

z2 = zo + fzo; Hgt+ ffzo; Hg; Hg
t2

2
: (13)

Continuing this procedure, the formal solution is

z(t) = exp tf0; Hgzo ; (14)

called the Hamiltonian ow gtH which, for an arbi-
trary H, is a one parameter Abelian Lie group, or
gt1Hg

t2
H = gt1+t2H . In a more convenient notation (Dragt

(l993, 1996), Forest and Ruth (l990)) to be used later
in this survey we write z = exp : �tH : zo, and the
Hamilton's equations read

dz

dt
=: �tH : z (15)

where : �H : z = f�H(z); zg:
I recall also that any function of the phase space

that is invariant under the action of this ow is called
a �rst integral or a constant of movement, i.e.,

f(p;q) = f(gtHp; g
t
Hq) ; (16)

which is equivalent to ff;Hg = 0. On the other hand,
any function f(z) which is not constant obeys the dif-
ferential equation:

d f(z(t))

dt
= ff;Hg =: �H : f(z(t)): (17)

Suppose now that there is a symplectic mapping M(t)
such that f(z(t)) =Mf(zo), then we have the following
sequence of equalities :

d

dt
M(t)f(zo) = fM(t)f(zo); H(M(zo); t)g

= fM(t)f(zo);MH(zo; t)gzo
= M(t) : �H(zo; t) : f(zo):

(18)
This last equation is the invariance of the Poisson
bracket under symplectic transformation. However,
since nothing is supposed about f(zo), the equation
is true for any arbitrary function of zo:

d

dt
M(t) =M(t) : �H(zo; t) : (19)

which means that M(t) acts on functions of zo and
transforms their functional form in accordance with
equation (15). This last equation integrated in the case
of an autonomous Hamiltonian function is:

M(t) = exp (: �tH(z0) :) (20)

which is the required relation between the symplectic
mapping and the Hamiltonian ow. So, symplectic in-
tegration means expressing M(t) by a product of map-
pings which approximates it up to a given order, and in
such a way that each factor can be explicitly evaluated
on functions of z0:

The Baker-Campbell-Hausdor� formula (BCH) is a
rule which is useful to express this product in terms of
the factors. This formula (Dragt l993, l996) organizes
the exponents of two elements of the Lie group given in
the form e�A and e�B where the exponents are some lin-
ear operator. The product eC is given by eC = e�Ae�B,
where C is
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C = �A+ �B +
1

2
�2[A;B] +

1

12
�3 ([[B;A]; A] + [B; [B;A]) �

1

24
�4 ([B; [B;A]; A] + :::) (21)

d

[A;B] = ArB � BrA, the commutator of two vector
�elds which can be proven to be fHA; HBg if A and B
stem from Hamiltonians HA and HB :

The above formulas do not depend on the symplec-
tic structure and are valid for any Lie Group. More
precisely, the BCH formula depends on the structure
of the Lie group of the symplectic group, that is, the
possibility of writing mappings near the identity as
the exponent of some Poisson bracket operator. For
example, if we are given two symplectic mappings,
M1(t) = exp(� : tH1 :) and M2(t) = exp(� : tH2 :),
then

M(t) =M1(t)M2(t) = exp(: �tH1 :)exp(� : tH2 :)

= exp(� : t(H1 +H2) +
1

2
t2fH1; H2g+ ::: :);

i.e., gtH+1+H2
= exp(� : tH :) = exp(� : t(H1 +H2) :)

up to �rst order only.

To end this brief review of Hamiltonian systems, it
is important to add that the class of integrators related
to the conservation laws given by equations (16) are
known as reduced algorithms and the main concern is
to preserve a chosen �rst integral. Usually, the classical
integration algorithms have some built-in routine con-
structed to take care of the reduction H = constant
at most. Otherwise, the most popular numerical algo-
rithms to solve ordinary di�erential equations do not
\know" that they have to preserve either the Poincar�e
invariants or �rst integrals other than the energy. Mars-
den and Ge (1990) have reported an interesting exam-
ple performed by J. Sim�o (1990). In this example Sim�o
made simulations of the free vibrations and rotations
of a rod using an energy preserving algorithm. The nu-
merical experiment shows that rotations cease after a
few periods, violating the angular momentum conser-
vation. So, energy conservation is not always the in-

variant that must be preserved at any cost. Sim�o and
Wong (1989) have a reduced SIA that also preserves the
angular moment �rst integral. For these I give some
references but do not discuss them in this survey. How-
ever, it was proved by Marsden and Ge (1988) that the
only \integrator" which preserves all invariants is the
true solution itself. The review of Ge (l996) in the book
Numerical Methods in Mechanics has many interesting
references and is a nice short introduction.

Note again that the class of invariants to be pre-
served in a particular situation remains a matter of
choice depending on what is being investigated.

III SIA's from generating func-

tions

I follow here Channel and Scovel (1990) and re-
fer to the works of Feng (1986), Feng and Meng-zhao
(l988,l991), Feng et al. (1989), Feng and Wang (1994)
and Zhong Ge (1996) for a more general presentation,
which includes generalizations of the standard symplec-
tic form.

A time dependent generating function of any type
(see Arnold (1978), Goldstein (1980)), for example, of
the �rst kind, F (qo;q; t), generates a canonical trans-
formation from the initial conditions (po;qo) at t = 0
to (p;q) at any given time t, the ow gtH for some
H(q; p). The corresponding transformation equations
are

po =
@F (qo;q; t)

@q

p = �
@F (qo;q; t)

@qo
: (22)

The Hamiltonian ow and F (qo;q; t) must satisfy the
Hamilton-Jacobi equation

H

�
@F

@q
;q

�
�
@F

@t
= 0 : (23)

The interesting aspect to be noticed here is that equa-
tions (22) are a natural integrator, and, better than
this, it is canonical or symplectic. This is one instance
of the step M(t) de�ned above. Of course, it is semi-
implicit, since one has to solve the �rst set of equations
for qo, and then the other half is explicit. This means
that it is implicit for the q0s and explicit for the p0s.
However, implicit codes are not unusual. The most
well known are the implicit Runge-Kuttas which were
developed for sti� systems of ordinary equations.

In general, any mapping derived from a generating
function is symplectic. It remains to be found a way
of writing the generating function from the Hamilto-
nian or Hamiltonian's equations so that F (qo;q; t) is
a computable formula as we have seen in the previous
section.

The formal series approach supposes the generating
function expressed as a series on the small parameter
Æt = t� t0:

G(po;q) =
X
m

Ætm

m!
Gm(po;q) ; (24)

where Go = �poq which generates the identity trans-
formation. This choice of type of generating function
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for G is not mandatory. They are comfortable be-
cause the identity transformation is the limit of (q; p)!
(qo; po) as t! t0. Although generating functions of the
�rst kind do not have this property, they have good
symmetrical properties which are useful to construct
symplectic integrators that also preserve angular mo-
mentum.

In any case, there are many techniques to �nd out
the unknown Gm: for example, with the aid of Hamil-
ton's equation and the formal expansion for (22) up to
an arbitrary order m. I quote a few terms taken from
Channel and Scovel (1990):

G1 = H(po; q); G2 = �

nX
i=1

@G1

@qi

@H

@po
;

G3 = �

nX
i=1

@G1

@q

@H

@po
+

nX
i;j=1

�
@G1

@qi

@G1

@qj

@2H

@p0ipoj
:

(25)

Note that at each order k one has to calculate up to the
(k� 1)th order derivative of the Hamiltonian. Channel
gives a routine that can be easily adapted to Maple.
One can also build a specialist code to evaluate G with
numerical coeÆcients. They can be implemented in any
language and are faster then any software which is de-
signed for several tasks. See for example Stuchi (2002).
It is worth noting that the latest Maple-64 has the ad-
vantage of not being limited by its memory. The im-
plementation of this type of SIA is costly anyway: an
implicit system has to be solved by Newton's method
(one more derivative of the Hamiltonian, totalling k per
step of a kth order SIA) which requires the evaluation
of matrix inverses. In the next section I discuss explicit
�rst order methods which are easily implemented and
more elegant. Moreover, they are the basic mapping,
or step, from which higher order explicit SIA's can be
built.

IV First order SIA's

I start discussing the easiest case and will use just
one variable to avoid cumbersome expressions, so that
the main idea can be grasped before more involved dis-
cussions. A �rst order explicit SIA can be generated if
the Hamiltonian is of the type H(p; q) = T (p) + V (q).
The following �rst order SIA

p1+i = pi � tVq(qi)

q1+i = qi + tTp(pi+1); (26)

where Vq =
@H

@q
and Tp =

@H

@p
, has as its generating

function:

G(pi+1; qi; t) = Go+ tG1 = pi+1qi+ t(T (pi+1)+V (qi)):
(27)

which is the �rst term in the expansion of Channel
and Scovel (1990) given by equation (27) of the pre-
vious section. Due to the special form imposed on the
Hamiltonian, the above SIA1 is explicit in both canoni-
cal variables. Note that if one takes the ratios Æp=t and
Æq=t, at each step, and let t go to zero, one recovers
Hamilton's equations. It is important to maintain the
order in which the step for qi+1 and pi+1 are performed,
i.e., �rst the Æp increment during time t is calculated
at constant qi, followed by the position change Æq at
constant velocity, for the same time interval t, as if the
potential were turned on only at the position qi. If a
third kind of generating function is chosen, G(pi; qi+1),
the order of the steps is inverted.

Recall that the Euler integrator for Hamilton's
equation derived from H(p,q)=T(p)+V(q), given by

p1+i = pi � tVq(qi)

q1+i = qi + tTp(pi) (28)

di�ers from (26) because �q is evaluated at pi+1 given
by the �rst stage of the integrator. In this sense it is a
leapfrog type method. The Jacobian of the Euler trans-
formation (qi; pi)! (qi+1; pi+1) applied for example to
the Hamiltonian equations of the simple harmonic os-
cillator, _q = p and _p = �q is�

1 �t
t 1

�
; (29)

which shows clearly that the mapping is not area pre-
serving, and the value of the Hamiltonian has a secular
growth. On the other hand the SIA1 applied to the
same equations give:�

pi+1
qi+1

�
=

�
1 �t
t 1� t2

��
pi
qi

�
(30)

which is obviously area preserving and a substitution
in the Hamiltonian function shows that the energy has
no secular growth.

From the above, it is perhaps worthwhile to recall
that any integration algorithm is derived by matching
the Taylor series development of the true solution. The
order k of any integrator means that it agrees with
the Taylor series up to order k. There are integra-
tions which are performed directly with the Taylor se-
ries written as derivatives of the right hand side of the
system, usually called force function in the literature
of integrators. This procedure, although explicit, is in
general expensive because like the Channel and Scovel
(1990) implicit SIA's one has to calculate a large num-
ber of derivatives.

As a preliminary illustration, the explicit �rst order
SIA (SIA1) given by equations (26) will be applied to
the simple pendulum and to the H�enon-Heiles Hamil-
tonian which describes the motion of a star in an axial
symmetrical galaxy.
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IV.1 Some preliminary numerical examples

The �rst example is the pendulum Hamiltonian

H(q; p) =
p2

2
� cos(q):

Since the region near the origin is very well approx-
imated by the �rst order approximation, near the two
equilibrium points qe = �2k� and qi = �(2k + 1)�,
it can be used to check the behavior near these points
which are integrable stable and unstable equilibria, re-
spectively.

The left column of Fig. 1 shows, from top to bot-
tom, the phase space, �E=E and the symplectic area
evolution. They have been generated with a forth order
Runge-Kutta (RK4) with �xed path h = 0:1, running
120000 steps. The right column shows the same items of
the left one, obtained with a symmetric SIA2, a second

order symplectic integrator composed with three SIA1
steps to be discussed later. It has been run 350000 steps
with path h = 0:3. In spite of the larger path and num-
ber of steps, note that the SIA2 represents the unstable
�xed point �� and its invariant manifolds accurately,
while the RK4 produces a stochastic layer typical of
non{integrable systems. Note also the secular growth
of the energy relative error and the decrease of the sym-
plectic area given by the RK4. In contrast, the second
�gure of the left column shows an oscillation for the
energy relative error. This oscillation is a typical fea-
ture of symplectic integrators: no matter how long the
integration is run, the energy evolution has no secular
component. The third �gure of each column shows the
evolution of the symplectic area. The area dissipation
and the energy increase of the trajectories generated by
the RK4 depend on the initial condition.

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

-4 -3 -2 -1 0 1 2 3 4
-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5

-8 -6 -4 -2 0 2 4 6 8

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0 40000 80000 120000 0

0.01

0.02

0.03

0.04

0.05

0.06

0 150000 350000

0.984

0.986

0.988

0.99

0.992

0.994

0.996

0.998

1

0 40000 80000 120000 0.9

0.95

1

1.05

1.1

0 150000 350000

Figure 1. (a) The left column shows the phase space, relative energy error and symplectic area evolution for the pendulum
Hamiltonian using a RK4 with path h = 0:1 and 120000 steps; (b) the same as (a) with SIA2 with path h = 0:3 and 350000
steps.

Figure 2 (a) shows the evolution of the symplectic
area for the RK4 with four di�erent integrating steps
when run in single precision. Note that a smaller path
does not improve the symplectic area conservation of

the RK4, although the secular growth of the energy
error is somewhat improved.

It is even more amazing to compare the performance
of a SIA1 with a RK4. In Fig. 3(a) the phase space of
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the pendulum Hamiltonian has been run with a RK4
with path h = 0:2, while Fig. 3(b) shows the same with
a SIA1. As before, the RK4 spreads the phase trajec-
tories as if a dissipation were added, while the SIA1
preserves all the invariant manifolds. Note the inter-

esting break of the symmetry: the trajectories of Fig.
3 (b) are distorted clockwise; this distortion increases
with path of integration and appears from a certain
path onwards.
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Figure 2. (a) The behavior of the symplectic area for the pendulum Hamiltonian integrated with a RK4 at single precision,
and the paths shown in the �gure; (b) the corresponding relative error for the energy.
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Figure 3. (a) The phase space for ten trajectories of the pendulum Hamiltonian integrated 100000 steps with a RK4 with
path h = 0:2; (b) the same initial conditions and path of (a) integrated with a SIA1 used to compose the SIA2 of Fig. 1.

The H�enon-Heiles Hamiltonian (H�enon and Heiles,
l964)

H =
1

2

�
p21 + p22

�
+

1

2

�
q21 + q22

�
+ q21q2 �

q32
3

(31)

is a well known system motivated by its astronomical
applications. The potential represents the gravitational
attraction seen by a star in a galaxy with cylindrical
symmetry. Since it has two degrees of freedom the
complete three dimensional constant energy trajecto-
ries cannot be seen as in the case of the pendulum.
Therefore, it is convenient to make a Poincar�e section
( H�enon and Heiles (l964), Oz�orio de Almeida (l987))
through q1 = 0, _q1 > 0, and project into the (q2; p2)
plane. As it is well known, this section takes an invari-
ant surface with the topology of a 2-torus of integrable
regions, which inhabits the constant energy surface, to

invariant closed curves where the iterates of the section
lies.

Figure 4(a) shows this section for E = 0:08333333
and path h = 0:1 calculated a with a RK4 running
100000 steps. Fig. 4(b) shows the same section with a
SIA1. Note that the SIA1 can compete with the RK4
algorithm for qualitative studies. It can do even better
since the SIA1 catches a trajectory with is on a torus
very near the separatrix, while the RK4 provokes a sep-
aratrix crossing due to its dissipation of area. Compare
these with the e�ect of the RK4 integration in the pen-
dulum case. Fig. 5(a) and (b) show the energy loss and
oscillations typical of the RK4 and SIA's, respectively.
In Fig. 6 (a) and 6(b) the behavior of the symplectic
area is shown, respectively, for the RK4 and the SIA1.

Before explaining the various ways of getting higher
order SIA's, I present another interesting way of ob-
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taining a �rst order one which was devised by Chirikov
(1979).
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IV.2 Wisdom-Chirikov Delta function technique

Chirikov (l979) proposed a way to solve the problem
of a perturbed pendulum Hamiltonian to study what
he called the overlap of resonances. The pendulum is
in fact a model for one resonance cell or islands that
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can be seen in the Poincar�e sections of two degrees of
freedom systems.

A non-perturbed system in action-angle variables is:

_� =
@H0

@I
= !(I); _I = 0; (32)

whose solution is: � = !t + �0, I = constant and
H(I; �) = H0(I). If a perturbing potential V (I; �; � t)
is introduced, where � is an external or internal per-
turbing frequency, the system takes the form:

_� = !(I) + �
@V (I; �; �t)

@I
_I = ��

V (I; �; �t)

@�

(33)

T = 2�
�

is the period of the perturbation, j�j < 1; since
V is periodic in � and �t the perturbing potential can
be expanded, for example, in a cosine Fourier series :

V (I; �; �t) =
X
m;n

vm;n(I) cos (m�t+ n�): (34)

If m� + n!(I) = 0, for any pair of integers (m;n) we
have a resonance, or a so called long period term. Ap-
plying perturbation theory, for example Von Zeipel's
method, we keep the resonant terms in the "averaged"
Hamiltonian and the non-resonant ones goes to the gen-
erating function of in�nitesimal transformations (Bo-
calletati and Pucacco, 1999; Chirikov, 1979). The aver-
aged or resonant Hamiltonian is then the old one with-
out the non-resonant (short period) terms:

HR(I;  ; Ir) = n!0
J2

2
+ � nvmn(Ir)cos ; (35)

where J = I � Ir ,  =  mn = m�t + n� (the reso-
nant argument) , Ir is the value of I at the exact res-
onance and !0 = @!

@I

��
I=Ir

. Thus, we note that hamil-

tonian (35) represents a pendulum with mass (n!0)�1

and g = � n vmn(Ir). The following further simpli�ed
version of HR multiplied by a Delta periodic function
is the mapping Hamiltonian:

HM (I;  ) =
J2

4�
+
K
M

2�
cos Æ 2�


M

(t) (36)

and the periodic Delta function means the addition of a
complete series of high frequency terms. In this way, the
following time dependent Hamiltonian is obtained, us-
ing Poisson transformation (Oz�orio de Almeida (l987)):

�H(J;  ; t; Ir) =
J2

4�
+
K
m

2�
cos  (1+

1X
n6=0

cos (n
M t)):

(37)
This perturbation is in fact a sequence of Delta func-
tions as follows:


M

2�

1X
n=0

cos (
M t) =

1X
j

Æ(t�
2�

j
M

) = Æ 2�

M

(t);

i.e., an expansion in Fourier series of a sequence of
delta pulses, which is a periodic delta function of period
TM = 2�=
M . The equations for HM (t) are easy to in-
tegrate since the change ÆJ occurs when t = nTM only,
else the system rotates as a free rotor without gravity.
The result is the well known standard mapping:

Jn+1 = Jn +K sin  
 n+1 =  n + Jn+1

: (38)

Note that this mapping is similar to the �rst order one
we have discussed in the last two sections. it is easy to
see that the determinant of its Jacobian matrix is one,
therefore, area-preserving.

Usually the Hamiltonians of resonant problems in
Celestial Mechanics are obtained from the classical ex-
pansion, which is a Fourier series. This expansion can
be separated by the time scale of the arguments of the
sines and cosines,

H = HKepler +Hsecular +Horbital +Hresonant (39)

where Horbital is in general averaged out since it does
not a�ect the long term behavior. Wisdom's method is
to write the mapping Hamiltonian as follows:

Hmap = HKepler +Hsec + 2�Æ2�(
M t)Hres (40)

where Æ2� is a sequence of delta functions of period 2�
whose Fourier Series is as before with 
M = n being
the frequency of the delta's (in the asteroidal case, n
is the mean frequency of Jupiter). In general, the time
dependence in Hamiltonians (39) is not explicit as in
the potential (34).

Some results of this technique applied to the as-
teroidal resonances 2/1, 3/2 and 4/3, the so called
(p+1)/p, can be seen in Murray (l986), Stuchi and
Sessin (l989). Stuchi (l991) shows that a mapping de-
rived with this technique and a �rst order one derived
from a generating function give the same result when
applied to a sample of real asteroids from the above
mentioned resonances. In 1990 Wisdom developed a
higher order SIA for the n-body problem and compared
with direct integrations performed in his digital orrery:
a specially designed parallel computing device to simu-
late the Solar system (Sussman and Wisdom, l992). For
applications in Celestial Mechanics see also Yoshida and
Kinoshita (1991).

V The various higher order com-

positions

Having discussed the Channel and Scovel (l990) in-
tegrator up to �rst order, I now discuss how they can
be used to obtain higher order SIA's. I note again that
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higher order SIA's obtained directly with this proce-
dure are very complicated, and demand hard algebraic
manipulations that generate quite cumbersome expres-
sions for the integrator. Fortunately, Forest and Ruth
(1983, 1990) and Yoshida (1990) found that higher or-
der SIA's could be generated by performing several in-
termediate steps during the fundamental step t, in a
fashion similar to the one used in generating high or-
der Runge-Kutta integrators. The work of Candy and
Rozmus (1991) contains very interesting examples. Un-
less strictly necessary, only one degree of freedom will
be used to keep the notation simple and outline the
reasoning.

Take the �rst order SIA as the map M1(t) given by

pi+1 = pi � ci(hVq(qi))

qi+1 = qi + di(hTp(pi+1)) ; (41)

i = 0 � � �N , where N is the number of intermediate
stages necessary to complete one step h. The ci and di
are to be determined (less then one by de�nition). This
step can be seen as a sequence of canonical transforma-
tions, and through its inverse sequence:

(po; qo) ( (p1; q1) ( � � � ( (pn; qn)
S1 S2 � � � SN

(42)

the �nal Hamiltonian function Ho(qo; po; c1� � �cN ; d1 � � �
dN ) = 0, up to some order k + 1, because the equa-
tions of motion are dp0

dt
= 0 and dq0

dt
= 0: This allow

us to determine the values of the ci and di. In fact, we
are proceeding as in the resolution of Hamilton{Jacobi
equation. For the simple type of Hamiltonian we are
considering, H=T(p)+V(q), a second order SIA is ob-
tained for the following set of values:

c1 = 0; d1 = 1=2; c2 = 1 and d2 = 1=2 : (43)

The idea is simple, but again the complexity of
the system of equations for the N coeÆcients ci and
di grows dramatically with the order, and the aid of
algebraic manipulator is necessarily already at order
four. Fortunately, there is a way out through the use of
the Lie group view of de Hamiltonian dynamics which
also conveys some elegance to the basic idea. The �rst
researcher who used Lie groups was Neri (1987) and
was shortly followed by Forest (1987), Forest and Ruth
(1990) and Yoshida (1990), who noticed that the SIA4
previously developed by Forest was a composition of
two SIA2.

We have seen how to compose a �rst order maps
for simple Hamiltonians of the type H = T + V . This
can also be extended to a more general Hamiltonian of
the form H = H1 + H2. However, in both cases the
�rst order maps, composed of two stages, one for each
parcel of the Hamiltonian, do not take into account the
fact that these two parcels do not commute. Recently,

Laskar and Robutel (2001) have developed a SIA for
this type of Hamitonians but with a parameter �, that
is, H = H1+ �H2. Their SIA is actually being used for
sophisticated investigations of the solar system.

Recall that the Hamiltonian ow, gt, is a one pa-
rameter group of operators acting on phase space. For
a speci�c t, let us callM(t) = gt the one parameter op-
erator exp (t : �H :) and that "symplectic integration
is the substitution of M(t) by a composition of maps
which approximatesM(t) up to a given arbitrary order,
and this composition may be applied to zo in an exact
and explicit way".

Note that M(t) = exp : T + V : is M(t) =
N1(t)N2(t) = exp t : T : exp t : V : up to �rst or-
der only and that it can be corrected to higher orders
by means of the BCH formula given by equation (21) in
the section II. The SIA,N(t), de�ned by the coeÆcients
(43)

N(t) = N1

�
t

2

�
N2(t)N1

�
t

2

�
(44)

is a symmetrical composition of N1, N2 given by equa-
tions (41). Applying the BCH formula to (44), it can
be shown that

N(t) = exp t : �H +O(t3) :=M2(t); (45)

which means that a second order SIA (SIA2) is gen-
erated. It can be shown that such symmetric compo-
sitions generate SIA's without odd powers of the step
t, and these integrators are always of even order. The
important consequence is that they are time reversible,
i.e.,

S(t)S(�t) = I ; (46)

I is the identity matrix.
Using this fact Yoshida (1990) developed the theory

of SIA's of order 2m+2 by composing maps of order 2m
symmetrically. More precisely, given the map N2m(t)
its symmetric composition yields N2m+2(t), i.e.,

N2m+2(t) = N2m(zot)N2m(z1t)N2m(zot) : (47)

Supposing N2m known, Yoshida showed with the BCH-
formula that:

N2m+2(t) = exp[: t(2zo + z1)H :

+(2z2m+1
o + z2m+1

1 )R(t = 0) � � �] (48)

For this to have order 2m+ 2 it is imposed that

2zo + z1 = 1 and 2z2m+1
o + z2m+1

1 = 0 ; (49)

which when solved for zo and z1 gives:

zo =
�2

1
2m+1

2� 2
1

2m+1

; z1 =
�1

2� 2
1

2m+1

: (50)

Forest (1991) noticed that the form of the operator
R(t = 0) is not important, the important consequence
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being that we are not limited to the class of Hamilto-
nians of the form H= T(p) + V(q), or more generally,
H = H1+H2, as dealt with in Forest and Ruth (l990).
Therefore, second order standard integrators which are
proven symplectic can be used as a seed for higher or-
der symmetric compositions, for example the Euler step
evaluated at the midpoint in phase-space

q = qo + hrpH

�
qo + q

2
;
po + p

2

�

p = po + hrqH

�
qo + q

2
;
po + p

2

�
; (51)

which is a second order reversible SIA as it will be seen
in Section 6. In fact, this approximation was known al-
ready to Poincar�e, and according to Feng it goes back
to Von Zeipel. It has been rediscovered recently in
many studies on symplectic integrators. Before closing
this section, I again recommend the work of Feng et al
(1991) for another view of the midpoint and symplectic
algorithms.

V.1 Examples with a symmetric SIA4

First, an example studied by Candy and Rozmus
(l991),

m�q = �eE[sin(kq � ! t) + sin(kq + ! t)

which describes the motion of a particle of mass m,
charge �e, in the �eld of a standing wave. In units
such that ! = k = m = 1; the �rst order Hamiltonian
equations of motion can be derived from the Hamilto-
nian function:

H(q; p) =
p2

2
� �cos(t)cos(q); (52)

where � is the strength of the time dependent pertur-
bation.

In this case the time can be considered as the second
coordinate, q2; and the work is done in the extended
phase space so that the potential becomes a function
of the qi's alone. Then, one can make a second order
midpoint RK2 to generate the symmetric second order
\seed" of the higher order SIA's. Figs. 7(a) and 7(b),
� = 0:73=2�, show the Poincar�e section q = 2k�, which
can be obtained easily by taking the step as h = 2�=N
and integrating N steps. For h = 2�=25 the SIA4 Fig.
7(b) shows the Poincar�e section without any dissipa-
tion, while the RK4 with the same step shows chaos
and separatrix crossing. Fig. 7(c) shows the energy
evolution typical of �xed path RK4 codes as discussed
in the example of the pendulum. Fig. 7(d) shows the
usual energy behavior, that is, it oscillates around a
kind of average value without secular growth, no mat-
ter how long the system is integrated.
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The Poincar�e section shown in Fig. 8(a) was cal-
culated with the RK4, with path h = �=25. We dou-
bled the path used in Fig. 7 and this seems suÆcient
to keep the trajectory in a invariant torus as in Fig.

7(b)(obtained with the SIA4). However, if we look at
evolution of the symplectic area, Figs. 8(b) and 8(c),
we see a secular decrease and a sudden series of oscilla-
tions and it �nally diverges. We do not show the time
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interval where this divergence occurs. The energy evo-
lution is shown in Figure 8(b) and it shows the usual
secular behavior.

In Fig. 9(a) the Poincar�e map obtained with the
SIA4 reveals an invariant KAM torus which persists
for the 30000 Poincar�e iterations. This is an evidence
of the good stability properties of the symplectic al-
gorithm. The same initial conditions were run with
the RK4 and the numerical dissipation due to the non-
conservation of the symplectic area makes the iterates

migrate to a neighboring invariant curve. The initial
conditions are q1 = 0:0, p = 0:3125, q2 = t = 0:0,
� = 1=2� and the path h = 2�=30. In Figs. 10(a) and
10(b) a chaotic trajectory near the separatrix is shown,
and in this case the violation of the symplectic area is
not so easily identi�ed since the orbit is in a region of
widespread chaos due to the migration of iterates from
the neighborhood of one set of islands to another, that
is, due to the overlap of resonances.
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The next example is the classical H�enon-Heiles

Hamiltonian (24), and the section used is again the clas-

sical one, viz., fx = 0; _x > 0g. (I have used H�enon's

trick to make the section: when the ow cuts the sec-

tion the integration variable is changed from t to x and

a single path is integrated taking h = �x either before

or after the section.) Fig. 11(a) shows a regular sec-

tion obtained with a path h = 0:2, initial conditions

(0; 0; p1; 0) for E = 0:159 and 100000 steps integrated

with the SIA4. The invariant tori are not destroyed

even with such large a path. When the energy is slightly

increased to E = 0:1597, and the same initial condition

(0; 0; p1; 0), for the same number of steps, a fuzzy region

starts as it can be see in Fig. 11(b). However, when

the number of steps is increased to 500000, the region

of remanent invariant tori is not invaded by the chaotic

iterates as seen in Fig. 11(c). Fig. 11(e) shows the

poor, in fact inacceptable, performance of the RK4 for

the same conditions of Fig. 11(a). In another trial, I

have run 1200000 steps with h = 1=6 and the separate

regions of chaos and integrability are still preserved.

Fig. 11-d shows the evolution with time of �E; note

the typical oscillations of symplectic integrators.

Figure 12(a) shows the Poincar�e section obtained

during 1200000 steps of h = 1=6 for E = 0:029952 and

the initial condition (0; 0; p1; 0) using a RK4. As now

expected we see the spread of area dissipation. In Fig.

12(b) the poor energy performance can be seen once

more. Fig. 12(d) shows the preservation of the sym-

plectic area in the case 12(c) where a sharp Poincar�e

section can be seen for the same conditions and energy

of the RK4 run.

Figure 13 shows two initial conditions near

(0; 0; p1; 0) for E = 0:159, h = 0:05 for 200000 steps

integrated with the SIA4. Note that the tiny is-

lands shown in Fig. 13(a) are �nally depicted in Fig.

13(b) and we can see four satellites, in the region near

(:001; 0; p1; 0), made of even more minute islands. The

RK4 run of the same conditions shows that the minute

islands are not so sharply captured.
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Figure 12. H�enon-Heiles Hamiltonian integrated with RK4 a) E = 0:029952, h = 1=6 for 1200000 steps; b) the energy for
case (a); c) same as (a) but with the SI4; (e) the symplectic area for (c).
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Figure 13. H�enon-Heiles Hamiltonian integrated with SIA4 for 200000 steps, h = 0:05: (a) Poincar�e sections with E = 0:159,
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chain of minute islands at (:001; 0; p1; 0); (c) the RK4 run where we can see little islands somewhat blurred.

VI Symplecti�cation of standard

integrators

An alternative approach to the two main lines pre-
sented so far, is the one which tries to impose the preser-
vation of the symplectic area on existing integrators.
In this way the extensive set of results and experiments
gained on these integrators can be incorporated in their
symplectic version, questions like stability, sti�ness, etc.

As it is well known the integrating algorithms for or-
dinary di�erential equations are divided into two main
groups: single path and linear multipath. I do not know
of any attempt made to adapt symplecti�cation to ex-
trapolation methods.

VI.1 Symplectic single path integrators

The most used class of single path integrators is the
Runge-Kutta family. The leading group in the sym-
plecti�cation of these integrators is that of Sanz-Serna
(1988, 1991). There are also the works of Lasagni
(1988) and Suris (1989). The three authors indepen-
dently found a necessary and suÆcient condition to
make a Runge-Kutta integrator be symplectic. Sanz-
Serna and Valdillo already in 1987 started by trying to
study the stability of standard integrators using KAM
theory. To achieve this, they duplicated the phase space
of a non-canonical set of ordinary di�erential equations
and observed that the iterates in this doubled phase
space behave like a Hamiltonian system. This proce-
dure leads naturally to the symplecti�cation of stan-

dard algorithms. As it is well known, a Runge-Kutta
of m stages is given by:

Ki = f(tn + cih; yn +

mX
j=1

AijKj)

yn+1 = yn + h

mX
i=1

bmKm (53)

where ci is the partition of the step h, A is a square ma-
trix of dimension m and bm are the weight of the vari-
ous intermediate solutions in the �nal solution. This is
represented schematically by:

c1
...
cm

���������
A11 � � � A1m

...
...

Am1 � � � Amm

b1 � � � bm
(54)

These parameters should satisfy the consistency con-
dition ci =

Pm
j=1 Aij and

Pm
j=1 bi = 1. If A is left

triangular, the algorithm is explicit, otherwise it is im-
plicit. The latter is costly and it is used for sti� systems
only.

The necessary and suÆcient condition for a sym-
plectic Runge-Kutta found by Sanz-Serna, Lazagni and
Suris is that the m-dimensional matrix M whose ele-
ments are

Mij = biAij + bj Aji � bibj ; (55)
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be zero. In fact, this matrix was established in studies
concerning algebraic stability of Runge-Kuttas' algo-
rithms. It can be proved that all RK which are of the
type Gauss-Legendre (Decker and Verver, 1984) sat-
isfy condition (55). However, no explicit RK satisfy
this condition, while the simply-implicit methods can
be made to obey condition (55) (Cooper, 1987). Sanz-
Serna (1991) is entirely dedicated to this question, using
tree theory.

The simplest RK which is symplectic is the mid-
point, one stage, simply implicit Runge-Kutta:

K1 = f(tn +
h
2 ; yn +

h
2K1)

yn+1 = yn + h K1
(56)

where c1 =
1
2 ; A11 =

h
2 and b1 = 1:

Figure 14 shows the performance of the midpoint
RK2 compared to a RK4 used so far in all experiments
in this review. The same conditions of Fig. 9 and some
nearby trajectories were integrated with the midpoint
RK2 and are shown in Fig. 14 (a). The neatness of the
midpoint compared with the RK4, Fig, 14 (b) is quite
impressive. Note that the thin stochastic layer near the
separatrix of the big island does not invade invariant
curves as it does with the RK4.

Lazagni found a generating function for the canoni-
cal transformation de�ned by the symplectic RK's, and
it is given by the following expression:

c

S(pn;qn+1;h) = pTnqn+1 � h
X
i

biH(Yi)� h
X
i

biaijHp(Yi)Hq(Yj)
T (57)

d

whereYi(P
T
i ;Q

T
i )

T are the stages of the RK, while Hp,
Hq are column vectors with the partial derivatives of H
and should be seen as functions of (pn;qn+1) and h.
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Figure 14. (a) Some initial conditions near the invariant
curve of the Poincar�e section of H = p2=2 � � cos t cos q in-
tegrated with a symplectic RK2 , h = 2�=30, � = 1=2�,
qo; po; to) = (0:0; 0:3125; 0:0) with 30000 iterates; (b) the
same as (a) using RK4.

Sanz-Serna (1988) found that RK's preserve
quadratic �rst integrals, or more generally that bilinear
invariants are preserved for any system of ordinary dif-
ferential equations. His interesting result is that impos-
ing energy conservation for general Hamiltonian func-
tions leads to degradation of the performance of the
algorithm. However, symplectic conservation does not
do any harm to the algorithm. This result is once more
in accordance to the theorem by Marsden and Zhong
Ge (1988), stating that for non-integrable Hamiltonians
only the true solution is able to preserve all �rst inte-
grals besides the symplectic form. As it can be seen
from the derivation of the Yoshida-Ruth algorithm, the
energy is preserved only up to the order of the discrete
symplectic map S(t). Therefore, one can not in princi-
ple take care of all invariants at the same time, and for
numerical integration one has always to pay a price.

Suris (1989) has results that are analogous to these
of Sanz-Serna and Lazagni. He �nds symplectic condi-
tions for RK-Nystron which are algorithms which work
directly with second order di�erential equations. They
are convenient for cases where obtaining Hamilton's
equations is not easy. These integrators have the fol-
lowing form:

�i = xn + h�ivn + h2
X

aijf(�j)

xn+1 = xn + hvn + h2
X

�jf(�j)

vn+1 = vn + h
X

if(�j) (58)

and they apply to systems of the form

_x = v; _v = f(x) and f(x) = �
@U(x)

@x
: (59)
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Note that this RK di�ers from the usual ones by
the term in h2 in the evaluation of the intermediate
stages, but the �nal formula is of the same type. The
symplectic condition is very similar to condition (55):

�i = i(1� �i) 1 � i � m

iaij � jaij + �ij � i�j = 0 i � i; j � m(60)

(61)

VI.2 Multi-step linear algorithms

The multi-step algorithms are the least developed
case of symplectic integration. A linear multi-step for-
mula requires the k previous paths for the evaluation
of yn+k and its general form is:

kX
i=0

�iyn+1 = h

kX
i=0

�ifn+1 (62)

where fr = f(tr; yr). If the last coeÆcient �k = 0 then
the formula is explicit since the left hand side does not
involve the value of the point yn+k which is to be eval-
uated; otherwise the multi-step is called implicit. The
method has two characteristic polynomials

�(s) =
kX
i=0

�is
i; �(s) =

kX
i=0

�is
i (63)

and the condition �(t) = 1 is used to normalize (61).
The simplest example of this class of formulas is the

trapezoidal method given by

yn+1 = yn + h(
fn+1 + fn

2
) (64)

which is an implicit multi-step algorithm which depends
on two points; the values of its parameters according to
equation (61) are: �o = �1 = 1=2 and j�ij = 1. The
trapezoidal method involves two evaluations of the force
function f(y; t) at the beginning and at the end of the
time step h.

There is a class of multi-step algorithm which are
known as backward di�erentiation (BD) and they have
�i = 0 for i 6= k. These methods need only one evalu-
ation of the force function. There are also the one-leg
multi-path algorithm which are similar to the BD's be-
cause they also use only one evaluation of the force
function, but in the form of an average of all steps, i.e.,

kX
i=0

�iyn+1 = hfn+1

 
kX
i=0

�iyn+1

!
: (65)

The easiest example is the \center midpoint", or mid-
point, a one-leg counterpart of the trapezoidal method
which has the following form

yn+1 = yn + hf

�
yn+1 + yn

2

�
: (66)

In fact, this method can also be seen as the one stage
implicit Runge-Kutta given by equation (56).

This midpoint formula has been shown to be sym-
plectic by many authors . For example, Aziu (1985)
started with the general de�nition of a multi-step for-
mula and using the conditions for consistency and sta-
bility concluded that they can only be of two steps
in order to be symplectic. Again the midpoint al-
gorithm! However, Suris in his paper on symplectic
Runge-Kuttas comments that the Aizu result is appli-
cable to formulas which can be reduced to a single step
formula, i.e.,

yn+1 � yn = h(�fn + (1� �)fn+1) (67)

which is in fact a two stages RK given by the matrix���� 0 0
� 1� �

���� (68)

and satis�es condition (55).

Eirola and Sanz-Serna (1992) show that linear one-
leg multi-step formulas, when symmetrical and irre-
ducible, preserve not only any quadratic invariant but
also the symplectic structure. A linear multi-step for-
mula is symmetric if it satis�es the following relations
for its parameters

�j = ��k�j ; �j = �k�j ; (69)

and is said to be irreducible if the polynomials �(s) and
�(s), which are characteristic of the method, do not
have any common root. Once more the omnipresent
midpoint satis�es these conditions.

Therefore, the linear multi-path formulas are not in
general symplectic. Unfortunately, the only instance
where they can be shown to be symplectic, the sym-
metrical cases, have a very poor performance as re-
gards stability for more than one leg. This is the issue
which can impair eÆcient implementation of multi-step
symplectic formulas since a one-stage formula is too
poor. Moreover, if the Hamiltonian system is sti�, lin-
ear multi-steps are cheaper than implicit Runge-Kuttas.

VII Final comments, stability

and variable step size

The idea of symplectic integrators is theoretically at-
tractive and the �rst results were most encouraging.
The ones shown in this survey were collected in the lit-
erature and veri�ed. However, one would like to see
them implemented in variable step size like the stan-
dard codes that are largely used, but the results were
quite disappointing: they perform exactly as the stan-
dard codes as far the preservation of the symplectic
structure is concerned. This means that preservation
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of the symplectic structure seems to go with �xed step
only.

Gear (1992), a traditional researcher in numerical
analysis, constructed an argument to justify the bad
performance with variable step size. He �nds that the
step hn depends on the previous step, hn�1, and iterate
yn, and not on the derivatives of the Hamiltonian func-
tion. In fact, his results are in accordance with the ones
by Calvo and Sanz-Serna (1992). However, according
to Gear, their results prove only that a SIA designed
for a �xed step performs badly when operating at vari-
able step. Therefore, there is still hope that a SIA can
be specially designed to operate at variable step. The
only work so far in this direction is due to W. McEvoy
(1992), adapting a SIA to operate in stages like the
Runge-Kuttas.

Stability is a concept which should not be mixed up
with precision. Sometimes, trying to get a better pre-
cision, one can be working outside the stability region
of a given method. This word of caution is due not
only for symplectic algorithms but for any integrating
algorithm as well. The general references at the end
can supply the reader with some nice examples. Since
we have mentioned precision, McLachlan e Atlea (l992)
made a very extensive work on precision of SIA's includ-
ing a highly precise fourth order method for a special
class of Hamiltonians.

To conclude these notes, it should be said that the
subject is still alive due to its good performance in
problems where adiabatic invariants are of interest (see
Yoshida, l998). Yoshida carried some numerical experi-
ments with a one-dimensional harmonic oscillator with
a slowly varying frequency and a one-particle system
with a slowly varying isochronic potential. He found
that the adiabatic invariant of these systems when in-
tegrated with SIA's, do not show secular growth of the
error, unlike the Runge-Kutas. He also found that the
best order depends on the error tolerance required.

Since the midpoint scheme is useful to compose
higher order symplectic integrators the paper by Acher
and Reich (l999) presents a study on advantages and
pitfalls of this SIA2. A recent paper by M.Guzzo (2001)
improves the midpoint scheme and applies it in a per-
turbed Kepler problem. Although the paper is focused
on Celestial Mechanics, the main ideas can be used in
other problems. He takes into account the perturba-
tion introduced by the symplectic integrator and is able
to express it in the original Hamiltonian in a separate
form. There is another recent development of symplec-
tic integrators by Laskar and Robutel (2001 , 2002) and
it is actually being used in their current research on the
Solar system.

A revival of the "kick" technique of Chirikov is taken
by Abdullaev (l998) treating it in the framework of
canonical transformations to obtain rigorous symmetric
mappings, thus improving the standard mapping as an
integration device for Hamilton's equation. This is also

done by Wisdom et al. (1993) and it is instructive to
compare the two improvements of Chirikov's trick.

In Dattoli et al. (1997) symplectic integrators meth-
ods are carried to unitary operators in quantum me-
chanics with many interesting examples in optics. Also,
the idea of preserving the symplectic geometry inspired
people working in non-holonomic mechanics (Barth et
al (1999) and Cort�ez et al. (2001)). In this context
perhaps it should be worth while to mention McLahlan
and Scovel (1993) for an introductory paper.

To close, I �nd appropriate a quote taken from
Channel and Neri (l996) due to Hamming (l986):" an
algorithm which transforms properly with respect to
a class of transformations is more basic than one that
does not. In a sense the invariant algorithm attacks the
problem and not the particular representation used".
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