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The factors that make certain magnetic materials behave similarly to corresponding Ising models
are reviewed. Examples of extensively studied materials include Dy(C2H5SO4)3.9H2) (DyES),
Dy3Al5O12 (DyAlG), DyPO4, Dy2Ti2O7, LiTbF4, K2CoF4, and Rb2CoF4. Various comparisons
between theory and experiment for these materials are examined. The agreement is found to be
generally very good, even when there are clear di�erences between the ideal Ising model and the real
materials. In a number of experiments behavior has been observed that requires extensions of the
usual Ising model. These include the e�ects of long range magnetic dipole interactions, competing
interaction e�ects in �eld-induced phase transitions, induced staggered �eld e�ects and frustration
e�ects, and dynamic e�ects. The results show that the Ising model and real magnetic materials have
provided an unusually rich and productive �eld for the interaction between theory and experiment
over the past 40 years.

I Introduction

For many years the Ising model and its variants were re-
garded as theoretical simpli�cations, designed to model
the essential aspects of cooperative systems, but with-
out detailed correspondence to speci�c materials. In
the early 1950's pure rare earth elements became more
readily available and this stimulated the study of new
magnetic materials. Some of these were soon recognized
as close approximations to the Ising model. We will re-
view the similarities and di�erences between theoretical
Ising models and a number of real magnetic materials.

The early experiments were aimed at identitying
Ising-like materials and characterizing the parameters
of the microscopic Hamiltonian. Various approximate
calculations were then compared with thermodynamic
measurements. It was soon recognized that there are
some essential di�erences between the models and real
magnetic materials, but the overall agreement was
found to be generally very satisfactory. The advent
of theoretical predictions of critical point behavior led
to comparisons of critical exponents and amplitudes,
and again generally satisfactory agreement was found.
The recognition that Ising-like behavior very close to
critical points may also be found in systems that have
large non-Ising interactions signi�cantly increased the
number of materials that could be used for such studies.

The materials that order antiferromagnetically o�er
additional opportunities for comparing theory with ex-
periment. Field-induced phase transitions of both �rst
and second order were found, with crossover regions
near tricritical points. Experimental studies of tricrit-

ical points are diÆcult due to practical complications,
but generally good agreement with theory was again
found. Experiments also gave evidence for phenomena
not envisaged by simple Ising models. One of these
was the possibility of coupling to the staggered mag-
netization in anti�erromagnets, and di�erentiating be-
tween the two time-reversed anti�erromagnetic states.
Most recently systems in which interactions between
the spins are frustrated have been studied.

In all of this work the interaction between theory
and experiment has been crucial, and each has stim-
ulated the other. Indeed, one can speak of \layers of
understanding," as each has advanced predicted and
observed behavior in turn. If there is one lesson to be
learned it is that both theory and experiment have to be
treated with some healthy skepticism if one is seeking
true understanding of real materials.

II Model materials

In order to identify materials with an Ising-like micro-
scopic Hamiltonian, one needs to understand the be-
havior of individual magnetic ions in a crystalline envi-
ronment. The basis for this understanding comes from
the early work of Van Vleck, as re�ned with the ad-
vent of paramagnetic resonance in the 1950's and the
introduction of the spin Hamiltonian [1].

For a material to be Ising-like two conditions must
be met. First, the ground state of the ion must be
a doublet well separated from excited states (�E >>
kBTC). Ideally, the doublet should have \Kramers" de-
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generacy corresponding to an odd number of electrons in
the ion, and most of the materials studied have satis�ed
this criterion. Ions with an even number of electrons
can also have doubly degenerate states, if the symmetry
is suÆciently high, but any small change in symmetry
will split the doublet. Such a splitting may be small or
large on the scale of other e�ects, but it is often simply
ignored. In practice, it is much safer to stay with ions
that are subject to Kramers time reversal symmetry,
that is ions with an odd number of electrons.

The second condition involves the quantum mechan-
ical description of the two ionic states. The impor-
tant criterion is that all matrix elements coupling the
two states of each of the interacting ions should vanish
for all of the operators involved in the spin-spin in-
teractions. In practice, the most usual interactions in-
volve exchange and dipolar couplings, both of which in-
volve operators that transform as vectors, e.g. JSj :Sj .
For such operators the selection rule is �m = 0; �1,
where m is any angular momentum quantum num-
ber. In principle one can also have interactions involv-
ing higher rank tensors, such as anisotropic exchange
or quadrupole-quadrupole coupling,[2] and to exclude
these as well one needs to �nd doublet states in which
such interactions also have no matrix elements between
the two states.

Suitable cases have been found in many rare earth
compounds. The �rst such material to be identi�ed
as \Ising-like" was Dy(C2H5SO4)3.9H20, dysprosium
ethyl sulfate (DyES).[3] An analysis of the crystal �eld
by Elliott and Stevens,[4] using results of earlier mag-
netic and optical rotation measurements,[5] had shown
that the ground state is a Kramers doublet described

primarily as jJ = 15=2;Jz = �9=2 > with small ad-
mixtures of jJ = 15=2; Jz = �3=2 > and jJ = 15=2;
Jz = �15=2 >. For such a doublet only operators in-
volving tensors of rank 3, or greater, will have matrix
elements between the states, and no such operators are
involved in any of the usual exchange and magnetic
dipole interactions. Therefore one could conclude that
in this material the microscopic interaction Hamilto-
nian could be accurately represented by the Ising form

H =
X

i>j

Kij�zi�zj ; (1)

where �zi and �zj = �1, and the sum i > j runs over
all pairs of interacting sites i and j. A discussion of
more general situations can be found in Ref. 2.

In the speci�c case of DyES the local Ising axes were
all parallel, and also parallel to the hexagonal crystal
axis, but it should be pointed out that this need not
always be the case. The Ising form for the interaction
is the result of the local anisotropy, the axis of which is
determined by the point symmetry at the site of each
ion. As we shall see, some of the most interesting situ-
ations arise from the very fact that the localising axes
are not always parallel.

Table I shows a selection of Ising-like materials that
have been studied extensively over the past 40 years.
In this paper we will discuss some of the speci�c as-
pects that have made these materials of interest. Many
other Ising-like materials have, of course, been studid,
and extensive references to these and other compounds
may be found in the reviews by de Jongh and Miedema,
[6] and by Stryjewski and Giordano.[7]

TABLE I. Extensively studies Ising like magnetic materials

Chemical Formula Space Group Magnetic Structure Ordering Tc(K) �E=kBTc Ref.a

Dy(C2H5SO4)3.9H2O P6/m Coupled chain Dipolar ferromagnet 01 �190 11,13,42,75
Dy(C3Al5SO12(DyAlG) Ia3d Cubic garnet 6-sublat.antiferro. 25 27 8,26,28,55
DyPO4 I4I/amd Cubic diamond 2-sublat.antiferro. 34 20 16,17,18,19
LiTbF4,LiHoF4 I4I/a b.ct.trigonal Dipolar ferromagnet 29 >50 35,40,42,43
Rb2CoF4,K2CoF4 I4I/mmm Coupled planes 2d antiferromagnet 101 �4 6,21,22,23
Dy2Ti2O7 Fd3m Cubic pyrochlore Frustrated \spin ice" <0.05 >100 65,68,70,71

A. Strength of the Interactions

There is no quantitative theory for calculating
strength of the various interactions from �rst princi-
ples, and the coupling constants Kij must therefore be
determined experimentally for each material. The mag-
nitudes are generally quite weak in the materials that
have been studied, and since all magnetic ions interact
through magnetic dipole-dipole coupling we can write,
without any loss of generality,Kij = Dij(1+�ij), where
Dij denotes the magnetic coupling. This can be cal-
culated from the experimentally determined magnetic
moments of the interacting ions and their relative posi-

tions. One would normally expect the �ij to be signif-
icant only for near neighbors, and this generally turns
out to be the case, though in some cases the range of
signi�cant non-dipolar interactions can extend out to
third nearest neighbors.[8] Also, both positive and neg-
ative non-dipolar interactions have been found, and in
practice one must be careful to check for such possibil-
ities.

It is tempting to ignore such complications because
it is not easy to determine several �ij in every case,
but non-dipolar interactions beyond nearest neighbors
should always be considered as a possibility.
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To �nd the interaction constants, one must �t exper-
imental data to theoretical expressions for thermody-
namic quantities (usually the susceptibility or speci�c
heat) in regions where the theory is asymptotically ex-
act. In practice this usually means T � TC or T � TC ,
where Tc is the critical temperature. For example, the
susceptibility for T � TC can be �tted to the asymp-
totically exact expression [9,10]

� = (�=T )[1 + �1=T + (�21 � �2)=T
2 + :::] (2)

where

�1 =
�1

kB

X

i

Kij ;

�2 =
1

k2B

X

j

K2
ij ;

while the speci�c heat can be �tted to

C=R = �2=2T
2 + �3=3T

3 + ::: (3)

where

�3 =
�6

k3B

X

j>k

KijKjkKik:

It should be noted that �tting data in regions far
from the critical point implies looking for very small de-
viations from ideal behavior. Great care must be taken
to avoid systematic errors from extraneous e�ects such
as contributions from excited states, Van Vleck tem-
perature independent susceptibility or small systematic
errors. For the speci�c heat corrections for lattice con-
tributions and nuclear hyper�ne interaction must also
be made.

In a very dilute material such as DyES one might ex-
pect non-dipolar interactions to be very weak and that
is indeed what was found [11]. The very �rst Ising-
like magnet was thus also the �rst purely dipolar ferro-
magnet, though the signi�cance of that distinction did
not become apparent until much later,[12] after critical
point theory had been developed and after the impor-
tance of marginal dimensionality had been recognized.

B. Approximate Theories

The earliest experiments were compared against
Ising model theory using various approximations in-
cluding mean �eld, cluster models, combinations of ex-
act linear chain results with mean �eld, and series ex-
pansions, both at low and high temperatures. Two
early examples [13] for quasi one-dimensional DyES are
shown in Figs. 1 and 2 The agreement with even very
simple approximations is good, especially in light of the
fact that there are no adjustable constants.

Figure 1. Variation of 1=T �(= �=�) against 1=T for dyspro-
sium ethyl sulfate. The points (o) represent experimental
results. The curves represent the results of various theoreti-
cal models. (a) Molecular �eld model; (b) Van Vleck expan-
sion to second order (Eq. 2); (c) Ising model with nearest
neighbor interactions in a molecular �eld due to other neigh-
bors; (d) Ising model with nearest and next nearest neighbor
interaction in a molecular �eld. After Ref. 11.

Figure 2. Entropy of dysprosium ethyl sulfate as a func-
tion of temperature. The points (o) represent experimental
results. The broken line represents a model assuming non-
interacting linear Ising chains and the solid lines the results
predicted by the Oguchi cluster expansion method. After
Ref. 11.

The development of long power series expansions
for both low and high temperatures during the 1960's
[14,15] made it possible to compare magnetic and
thermal measurements over much wider temperature
ranges, including the critical regions. One material
that yielded excellent results was DyPO4 and examples
[16,17] are shown in Figs. 3, 4, and 5.

It can be seen that the agreement is very good, es-
pecially in light of the fact that the theory contains
only one adjustable parameter, the nearest neighbor
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interaction. However, the success of these comparisons
depended on some special factors that are worth dis-
cussing.

Figure 3. Magnetic speci�c heat as a function of temper-
ature for DyPO4. The points (o) represent experimental
results, the solid line represents the results of a calculation
based on high- and low-temperature series expansions with
one adjustable constant. After Ref. 17.

First, the choice of material turned out to be very
important because the model calculations could be per-
formed readily only for relatively simple lattices. The
fact that DyPO4 closely approximates a simple dia-
mond lattice was essential for a detailed comparison
with available series. On the other hand, since the the-
oretical series expansions are extremely time consum-
ing they were able to consider only nearest neighbor
interactions and thus ignored any e�ects from longer-
range interactions. The excellent agreement between
theory and experiment was, therefore, to some extent
fortuitous, though it can be argued that more distant
neighbor interactions, while present, can cancel in their
e�ect. However, the overall agreement clearly demon-
strates the close relation between to Ising model and
this material, even though later studies revealed compli-
cations that are still not completely understood [18,19].

An extension of these comparisons became possi-
ble with the discovery of materials in which the lattice
structure strongly favored interactions within a plane
of spins, with almost no interaction between planes.
Such materials would be expected to behave as quasi
two dimensional systems and, if the Ising criteria could
also be satis�ed, would provide an opportunity to com-
pare experimental data with the exact results on the
two dimensional Ising model. No rare earth materi-
als with such structures had been found but several

metal 
uorides involving transition metals were identi-
�ed in the late 1960's. Because of strong crystal �eld
quenching most transition metal ions show relatively
little anisotropy and behave more as Heisenberg sys-
tems. The exception is the Co ion, which is well known
to show considerable anisotropy in many materials.[20]

Figure 4. Magnetic susceptibility as a function of temper-
ature for DyPO4. The points (o) represent experimental
results; the solid line represents the results of a calculation
based on high- and low-temperature series expansions with
one adjustable constant. After Ref. 17.

Figure 5. Spontaneous sublattice magnetization as a func-
tion of temperature for DyPO4. The points (o) represent
experimental results of magneto-electric measurements; the
two solid lines represent the results of a calculation based
on a low- temperature series expansion with one adjustable
constant, and a �t to a power-law with a �tted critical ex-
ponent � = 0:314. The broken line represents the molecular
�eld theory. After Ref. 16.
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Figure 6. Magnetic susceptibility parallel to the axis as a
function of temperature for K2CoF4. The points (o) repre-
sent experimental results (Ret: 21) corrected for a temper-
ature independent Van Vleck contribution to make � = 0
at T = OK: The solid line represents the series expansion
of Sykes and Fisher for the quadratic S = 1=2 Ising anti-
ferromagnet �tted with one adjustable constant. After Ref.
6.

Two very similar materials identi�ed as both two-
dimensional and Ising-like were K2CoF4 and Rb2CoF4,
[21] and in Figs. 6 and 7 we show the susceptibility [6]
and the speci�c heat, [22] compared with the two di-
mensional Ising model with one adjustable constant. It
can be seen that the agreement is very good. However,
a number of complications must be noted that show
again that care must be exercised in comparing theory
with experiment in these cases.

Figure 7. Variation of the magnetic speci�c heat, as a func-
tion of temperature for Rb2CoF4. The solid points (�) are
experimental results of optical birefringence measurements
shown previously to be proportional to the magnetic spe-
ci�c heat. The solid line is the exact Onsager solution for
the two-dimensional Ising model with amplitude and critical
temperature adjusted to �t the data, and a small constant
background term subtracted. After Ref. 22.

Figure 8. Magnetic susceptibility as a function of temper-
ature for K2CoF4, without any corrections. Note the dif-
ferences from Fig. 6 and the large susceptibility perpendic-
ular to the axis re
ecting the in
uence of low-lying states
and corresponding deviations from the simple Ising Hamil-
tonian. After Ref. 21.

For the susceptibility, we see in Fig. 8 that the
measured value [14] is, in fact, much larger than that
shown in Fig. 6, which has been corrected empirically
by subtracting a contribution from Van Vleck tempera-
ture independent paramagnetism to allow for the pres-
ence of low-lying excited states. It can be seen that the
correction is very large, and it is clear that the correc-
tion for the presence of excited states will not really be
isotropic and independent of temperature, as assumed.
This probably accounts for the observed di�erences at
the highest temperatures. [6]

For the speci�c heat comparison with Onsager's ex-
act two-dimensional solution another factor must be
noted. Neutron scattering experiments [23] had shown
that the non-Ising interactions in this material are, in
fact, quite signi�cant, amounting to some 55% of the
Ising terms, but it would appear from the close agree-
ment that this makes very little di�erence.

The conclusion to be drawn from these comparisons
is that even rather large di�erences between the model
Hamiltonian and the real Hamiltonian can leave the
agreement between theory and experiment relatively
una�ected. The dominance of the Ising terms in the
immediate vicinity of the critical point in these, and
in even more isotropic materials, can be understood in
terms of crossover e�ects.

Overall the agreement found between the approx-
imate theories and experiment was very satistactory,
and it encouraged both theorists and experimentalists
to intensify the study of critical point properties.

C. Critical Points

Using various analytical techniques, the high and
low temperature series expansions could be extrapo-
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lated to locate the critical point, and estimate the val-
ues of thermodynamic properties at the critical temper-
ature. Table II, adapted from Ref. 6, shows a selected
comparison. It can be seen that the general agreement
is again very satisfactory, and one can certainly con-
clude that suitably selected magnetic materials are well
explained by Ising model calculations.

TABLE II. Critical entropy and energy parametersa

NNb J/k (K) Tc (K) Sc=R �Ec=RTc
DyPO4 4 -2.50 3.39 0.505 -
Dy3Al5O12 4+ -1.85 2.54 0.489 0.38
CoRb3Cl5 6 -0.511 1.14 0.563 0.226
CoCs3Cl5 6 -0.222 0.52 0.593 0.173
Ising d. 4 0.511 0.320
Ising s.c. 6 0.558 0.220
Ising f.c.c. 12 0.582 0.172
Ising b.c.c. 8 0.590 0.152

a after Ref. 6 and re�erences contained therein.
b number of nearest neighbors.

D. Critical Exponents

The great strides in theoretical understanding of
critical phenomena in the 1960's and 1970's led to pre-
dictions of many critical exponents and scaling relations
between them. Many of these have been tested by mea-
surements on Ising-like magnets. We will review the
story of just one of these exponents, the speci�c heat
exponent � for the antiferromagnet Dy3Al5)12, dyspro-
sium aluminum garnet (DyAG), which will illustrate
the delicate interaction between theory and experiment
in these studies. It will emphasize the care and skep-
ticism that must be exercised in studies of this kind
before any de�nite \proof" can be claimed.

The �rst specitic heat measurements [24] are shown
in Fig.9. They illustrated dramatically the failure of
mean �eld theory, even though mean �eld theory is
asymptotically exact at low temperatures for an Ising-
like system such as DyAG. They also provided clear
evidence that critical point behavior is quite singular,
reminiscent of Onsager's result for the two- dimensional
Ising model.

To study the critical point behavior more closely
a series of high resolution measurements were
made,[25,26] and one set is shown in Fig. 10.

Inspired by the 2D Ising model, an attempt was
made to �t the speci�c heat to a logarithmic singular-
ity of the form

C = A ln jT � Tcj+B (4)

and for T < TC an apparent �t was found. However,
for T > TC a logarithmic �t was clearly ruled out by
the data, so a �t to the (now commonly accepted) form

C = A+(T � Tc)
�� +B+ (5)

was tried, with amplitudes A+ and B+, the critical tem-
perature Tc, and the exponent a all allowed to vary
treely. The �t was quite good, but the value obtained
for � = 0:31� 0:02 was well outside the predictions of
theory, which were converging on � = 0:125, and the
values obtained for the amplitudes did not agree with
theory. Moreover, the logarithmic form for T < Tc
was also in con
ict with theory, which predicted simi-
lar forms above and below Tc.

It was pointed out by Gaunt and Domb [27] that
the asymptotic singularity predicted by the theory for
T < Tc was, in fact, valid only extremely close to Tc,
and would not be observable even with the relatively
high resolution of data such as in Fig. 10. They con-
structed an interpolation expression that combined the
asymptotic form with the low temperature series, and
showed that for T < Tc the apparent variation is indeed
similar to a logarithmic singularity.

Figure 9. Speci�c heat as a function of temperature for
Dy3Al5O12. The points (o) represent experimental results.
Curves (a) and (b) were calculated using the mean �eld
approximation, with the constant for (a) estimated on the
basis of pure magnetic dipole-dipole interaction, and for (b)
by �tting the low-temperature experimental points. After
Ref. 24.

A re-examination of the region T > Tc next revealed
[26] the striking fact that a very small change in the
choice of Tc resulted in very large changes in the values
of the other �tted parameters. Table III shows some
of the results. It became clear that simply �tting data
to a theoretical expression could lead to very mislead-
ing results. Moreover, there is a very strong correlation
between the various �tted constants, so that it was not
meaningful to look for a �t to only the exponent. [28]
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A more careful �t of the data, using least-squares-
cubic splines with knots, [29] resulted in a value for
� = 0:12 � 0:03; now in excellent agreement with the
theoretical value.

One problem with all �ts to critical point predic-
tions is the fact that the asymptotic range is generally
very narrow, and is limited by \rounding e�ects" that
inevitably broaden any singularity. To extend the range
over which the asymptotic form can be �tted one can
include so-called \corrections to scaling," whose leading
term will modify the expression for the speci�c heat to
the form

C = A�t
���(1 +Dt��) +B� (6)

where t = j(T � Tc)=Tcj. It is clearly impossible to
�t all the eleven parameters in this expression without
some constraints, and Rives and Landau [30] chose to
set �+ = �� = 0:125; B+ = B�, and x+ = x�, as pre-
dicted by theory. With these constraints it was then
possible to �t the data over relatively wide ranges of
temperature both above and below Tc.

Figure 10. Speci�c heat of Dy3Al5O12 as a function of tem-
perature near TN , under four decades of temperature reso-
lution. Temperatures are measured relative to an arbitrarily
chosen Tmax = 2:544 K. After Ref. 26.

Critical exponents and amplitudes describing the
singularities of other thermodynamic quantities tend to

be somewhat easier to determine, since they are gener-
ally stronger than that for the speci�c heat. Many such
exponents and amplitudes have now been measured for
both Ising-like and Heisenberg-like materials, and one
can certainly conclude that theory and experiment are
in agreement.

However, the history of the di�erent attempts to �t
data to the theory illustrates some general principles
that are sometimes ignored. It is clear that both theo-
retical understanding and the measurement and analy-
sis of experimental data tend to improve over time. One
must be very careful, therefore before one can claim
that an experiment has \proved" the theory, and it is
much sater to say that the experiment is consistent with
the theory within speci�ed physical assumptions, as well
as a measure of the quality of the statistical �t. Such a
conclusion is not limited to the analysis of critical point
data, of course, but in this �eld there is a particularly
rich history of successive attempts to verify theory.

III Extensions of the simple

Ising models

So far we have discussed observations that were consis-
tent with the Ising model as usually discussed and, as
we have seen, materials have been found that closely
reproduce many theoretical predictions. However, on
occasion observations are made that di�er qualitatively

from the standard theory and demand that extensions
of the simple models. Several of these have led to in-
teresting new physics.

A. Magnetic dipole interaction

Magnetic dipole interactions are, of course, present
in all magnetic materials but it is diÆcult to include
them in most model calculations because they are of
long range. Many of the Ising-like materials that have
been studied in fact have relatively weak non-dipolar in-
teractions, so that considering only the near neighbors
might not turn out to be a very good approximation.
In some situations the interactions with more distant
neighbors tend to cancel, but in some cases they can-
not be ignored.

1. Shape Dependence

The most obvious situation in which dipole inter-
actions are evident is in the shape dependence of the
magnetic susceptibility. Shape dependence is usually
discussed in terms of a classical demagnetizing factor,
N , that relates the susceptibility for a given shape �N
to that of a long needle-shaped sample �N=0 to through
the expression

1=�N = 1=�N=0 +N (7)
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TABLE III. Critical exponents and amplitudes for Dy3Al5O12 for T > TN , showing the e�ect of choosing di�erent values for
TN , together with theoretical estimates for three cubic Ising models.

TN � Tmax(mK)a � A+ B+ Fit to

0.31 -0.15 0 Eq. 5b

1.3 0.09 1.58 -1.64 Eq. 5c

0.6 0.14 0.91 -0.95 Eq. 5c

0.3 0.22 0.42 -0.37 Eq. 5c

-0.7 0.33 0.19 -0.08 Eq. 5c

0.7 0:12� 0:03 1:0� 0:3 �1:0� 0:3 Eq. 5d

- 0.125 1:1 � 0:08 �1:15 � 0:10 Eq. 6c

theory s.c. 0.125 1.136 -1.244 c
theory b.c.c. 0.125 1.106 -1.247 c
lheory f.c.c. 0.125 1.136 -1.244 c

a Temperatures measured relative to Tmax = 2:543 � 0:10K.
b TN estimated trom measurements below + Tmax and Eq.4.
c After Ref. 28 and re�erences contained therein.
d Using methods described in Ref. 29.
e After Ref. 30, with TN �tted and a �xed at the theoretical value.

This relation depends only on the assumption that
the sample is magnetized uniformly, which is generally
the case for ellipsoidal sample shaped samples. An il-
lustration of this e�ect is shown in Fig. 11.[31]

In the paramagnetic phase the shape dependence is
not a serious problem, though the quantitative e�ect
can be quite large. The question then arises whether
there is one particular shape that is more \intrinsic,"
in that it corresponds most closely to the simple near-
neighbor model. Unfortunately the most obvious an-
swer, the long thin needle-shape with N = 0; for which
the internal �eld is the same as the applied �eld, does
not approximate to that case. For that shape the cumu-
lative e�ects of the long-range dipolar interactions are,
in fact, maximized and provide a signi�cant non-zero
internal �eld. An alternative possibility is to correct
to a shape for which the long-range dipolar �eld van-
ishes,[32] but this is only a mean-�eld correction.

Below the critical temperature the e�ect of the dipo-
lar interactions can be even more signi�cant. If the
ordering is ferromagnetic, �N=0 diverges at Tc and the
measured susceptibility is then governed entirely by the
demagnetizing factor. This is the case for the measure-
ments shown in Fig. 11. The e�ective value of N can
then be estimated from the measured value of 1=�, but
errors can be very large if the sample is not shaped
accurately into an ellipsoid. In the ordered state the
dipolar interactions will cause a ferromagnet to break
up into domains so as to lower the magnetostatic energy
[33]. The formation of domains is anticipated by corre-
sponding 
uctuations in the paramagnetic region that
have been studied extensively using neutron scattering
[34,35].

Figure 11. The reciprocal susceptibility parallel to the crys-
tal c-axis as a function of temperature for LiHoF4. The ex-
perimental points correspond to measurements for �ve dif-
ferent sample shapes, characterized by demagnetizing fac-
tors, N . The constant values for T < 1:5 K correspond to a
transition to the ferromagnetic state, for which 1=�N=0 = 0.
After Ref.31.

For antiferromagnets the e�ect of dipolar interac-
tions is less signi�cant because susceptibilities are �nite
but, as we shall see below (see Sec. IIIB), domains can
also be formed at �rst order phase transitions.

2. Critical properties

Long-range dipolar interactions also have a dra-
matic e�ect on the critical properties of dipolar Ising
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ferromagnets. Theoretical models based not on a mi-
croscopic model but on perturbation and renormaliza-
tion group ideas predicted [36,37] that a dipolar Ising
(n = 1) ferromagnet will have a marginal dimensional-
ity d� = 3, and hence exhibit critical point properties
described by Landau (mean �eld) theory with logarith-
mic corrections. Thus, for example, the susceptibility,
�, spontaneous magnetization, Ms, and speci�c heat,
C, are predicted to vary as

� = �t�1[ln(t�0=t)]
1=3 (8)

Ms = B(�t)1=2j ln(�t)j1=3 (9)

C = A ln jtc0=tj
1=3 (10)

where t = T � Tc=Tc as before, and t
x
o and tc0 are con-

stants. Extensive experiments on LiTbF4,[38-47] and
on DyES [42] have shown that these predictions are
consistent with the data, and have provided elegant in-
sight into the unique critical properties of these Ising
systems. As discussed before, it is very diÆcult to prove

that certain critical point exponents have the values
predicted by the theory, but careful experiments have
provided convincing evidence that these systems do in-
deed behave quite di�erently from Ising systems with
predominantly short-range interactions.

B. Field-induced phase transitions

Ising-like antiferromagnets have provided additional
phenomena not anticipated by the usual simple Ising
models. The application of a magnetic �eld would be
expected to destroy the antiferromagnetic order but the
details of the transition have shown some surprises.

1. First order transitions

Conventional wisdom had predicted that the e�ect
of a magnetic �eld would be a simple shift of the second
order phase transition to lower temperatures as the �eld
is increased. The phase diagram would be as shown in
Fig. 12a. At T = 0 K the transition would become �rst
order, corresponding to a simple reversal of the spins
opposed to the magnetic �eld. Detailed support for
such a prediction was provided by a two-dimensional
superexchange Ising model devised by Fisher [48] that
could be solved exactly in terms ot the zero �eld Ising
model. The results for the magnetization of the model
are shown in Fig. 13.

The �rst experiments on the Ising-like antiferromag-
net DyAG gave results in sharp contrast to these pre-
dictions [49]. Magnetization isotherms for �elds applied
along a [111] direction are shown in Fig. 14a. It can
be seen that there appear to be no singularities at any
�eld, but there are large regions at the lowest temper-
atures in which the magnetization appears to vary lin-
early.

A part of the puzzle was resolved when the data
were re-plotted as a function of the internal �eld, cor-
responding to a measurement on a long thin needle sam-
ple shape. These results are shown in Fig. 14b. It can
now be seen that the low temperature transitions are
essentially discontinuous in the magnetization, corre-
sponding to a �rst order transition. The nature of the
transition as a function of applied �eld was discussed
by Wyatt [50] in terms of domains similar to those in
Ising-like ferromagnets. The domains were later ob-
served optically by Dillon et al. [51]

Figure 12. Possible phase diagrams in the �eld-temperature
plane for antiferromagnets. (a) usual phase diagram with
nearest neighbor interactions, in which the antiferromag-
netic phase (A) is separated from the paramagnetic phase
(P) by a line of second order transitions. (b) phase diagram
with competing interactions, in which there are both �rst
order and second order transitions, and a tricritical point
where they meet. (c) shows the phase diagram when there
is a coupling between the applied �eld and the antiferromag-
netic order parameter. In this case there is only a �rst order
transition ending in a critical point. (d) same as (c) but
showing both positive and negative applied �elds. The pos-
itive �eld induces one of the two antiferromagnetic states,
A+, while the opposite �eld induces the time-reversed state
A�. The phases A+ and A� are separated by a �rst order
line that ends at the N�eel point TN . In DyAlG cases (b),
(c), and (d) are observed under di�erent conditions.
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Figure 13. The magnetization as a function of magnetic �eld
at �xed temperature for a two-dimensional super-exchange
antiferromagnet. The dashed curve is the locus of transi-
tion points. The curves are labeled by appropriate values of
the reduced temperature. Note the continuity of all curves
except for zero temperature, and the in�nite derivative at
the transition points. After Ref. 48.

The origin of the �rst order transition at low tem-
peratures could be explained by the fact that the in-
teractions in DyAG are not limited to nearest neigh-
bors, as commonly assumed in simple models. In fact,
there are competing ferromagnetic and antiferromag-
netic interactions involving �rst, second and third near-
est neighbors. [8] The relative strengths of these inter-
actions are shown in Table IV. With competing inter-
actions, �rst order transitions are not unexpected, as
predicted by simple mean �eld models [52].

TABLE IV. Spin-spin interactions in Dy3Al5O
a
12, showing

the relative importance of several shells of near neighbors.
Similar competing terms may be expected in many other
materials, but are often not considered.

Neighbor shell (n) Spins/shell Kn=Kl

1 4 �1:000b

2 8 �0:206b

3 2 -0.522
4 4 -0.137

a After Ref. 8.
b The occurrence of both positive and negative interactions
is a result of the garnet symmetry (see text), but it could
also be found in other structures.

2. Induced staggered �elds

With the �rst order transition at low temperatures
now understood, we are still left with the unexpected
behavior at higher temperatures, which certainly did
not appear to correspond to a second order transition
with a singularity in the derivative of the magnetiza-
tion, as in the exact model (Fig. 13). Thus, instead

of a phase diagram as in Fig. 12b, it appeared that
there was only a \higher order" transition, or as it later
turned out, no transition at all, between the end of the
�rst order phase boundary and the N�eel point. The
corresponding phase diagram is shown in Fig. 12c.

Figure 14. The magnetization of a spherical sample of
DyAlG as a function of �eld along [111] at temperatures
above and below the N�eel temperature. In (a) the magne-
tization is plotted as a function of the externally applied
�eld. In (b) the magnetization is plotted as a function of
the internal �eld, calculated by Hint = Hext � NM , with
N = 4�=3 for a sphere. After Ref. 49.

The reason for this puzzling situation was not re-
solved until 1974 when Blume et al. [53,54] noted that
DyAG happens to have a somewhat unusual lattice
structure, whose symmetry allows a coupling between
the applied �eld and the antiferromagnetic order pa-
rameter. In most antiferromagnets such a coupling is
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not allowed, because the antiferromagnetic order must
usually be indexed on a unit cell bigger than the chem-
ical unit cell, and is thus not translationally invariant,
in contrast to the magnetic �eld whose components are,
of course, translationally invariant.

In the garnet structure the coupling between the
magnetic �eld and the antiferromagnetic order param-
eter, �, takes the form of an additional term in the free
energy �F � �HxHyHz, whereHx, Hy, andHz are the
components of the applied �eld along the cubic axes. In
the presence of such a term an applied �eld will couple
to the antiferromagnetic order and destroy any contin-
uous phase transition. Evidence for this was found in
a neutron scattering experiment, results of which are
shown in Fig. 15a.

The symmetry argument thus explained the absence
of a second order phase transition, but it did not sug-
gest a physical mechanism that would result in such an
extra term in the energy. The answer was found, sur-
prisingly, to lie in a combination of two quite normal
teatures of DyAG: the symmetry of the garnet lattice
structure and Ising character of the local spins.

Figure 15. Results for the staggered magnetization, Ms, for
DyAlG as a function of the internal �eld with Hi k [111].
(a) Experimental results of Blume et al. [Ref. 53]; (b) re-
sults of the cluster calculation for the same value of T=TN .
After Ref. 55.

Fig. 16 shows, for simplicity, half the sites in one
unit cell of DyAlG, together with the signs of the near-

est neighbor interactions due to the dominant magnetic
dipole forces. (The remaining sites are related by sim-
ple translations and share no nearest neighbor bonds
with the others.) It can be seen that half the nearest
neighbor interactions are shown as ferromagnetic and
half are antiferromagnetic, but in an unusual pattern.

Figure 16. Lattice and bond structure of the staggered in-
teraction model shown in a [001] projection. The structure
is body centered cubic, with 6 sites in the primitive unit
cell. The �gure shows the conventional unit cell. The num-
bers give the heights above the z = 0 plane in terms of the
unit-cell edge length. Ferromagnetic bonds are shown as
solid lines and antiferromagnetic bonds are shown as bro-
ken lines. Note that only half the sites, marked as (�), form
triangles with three ferromagnetic bonds, whereas the sites
marked (o) have only two ferromagnetic bonds. The struc-
ture shown corresponds to one half of the sites in DyAlG.
The omitted sites form a similar lattice related by simple
translations and do not share any nearest neighbor bonds
with the sites shown. After Ref.55.

This comes about from the fact that the local Ising

axes point in di�erent directions, as demanded by the
garnet symmetry, and it is then necessary to specify a
common set of crystal axes to describe the interactions
between neighbors. Two spins can be said to be \ferro-
magnetically aligned" relative to an applied �eld if they
both point along a positive (or both along a negative)
crystal axis, and antiferromagnetically aligned if one
points along a positive crystal axis and the other along
a negative crystal axis. Physically this simply re
ects
the result of projecting the usual magnetic dipole-dipole
interaction

Hdd =
�i � �j
r3ij

�
3(�i � ~j)(�j � ~j)

r5ij
(11)

along orthogonal axes. For example, if �i is constrained
to the x-axis and �j along the y-axis the interaction will
reduce to the form
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H =
�3xijyij

r5ij
�i�j ; (12)

where xij , yij and rij are the relative positions of �i
and �j . It is clear that this will change sign between
two neighbors one at +y and one at -y, for the same x.

Given the arrangement of interactions shown in Fig.
16 one can then use all the usual techniques to study
the properties of such an Ising model. So far very little
seems to have been done in this direction, and the only
consideration of the properties of such a model seems to
have been given by Giordano and Wolf, [55] who stud-
ied the leading terms in the low temperature series for
the energy.

They showed that in the presence of a magnetic �eld
with components along all three axes, the energy of
excitation of three spins will not be the same for the
\positive" and \negative" sublattices, so that the mag-
netic �eld does indeed couple to the antiferromagnetic
order parameter. The e�ect on the order parameter
is shown in Fig. ISb. It can be seen that there is no
visible boundary between the \ordered" and the \para-
magnetic" phases, and the usual second order phase
transition therefore disappears.

It would seem to be of some interest to study the
\staggered interaction" model shown in Fig. 16 with
more sophisticated techniques, since it has a phase di-
agram similar to that of a liquid-gas system. The �rst
order line separating the antiferromagnetic and param-
agnetic phases ends in a simple critical point, as shown
in Fig. 12c. A somewhat similar phase diagram has re-
cently been proposed in connection frustrated spin ice
systems. (See Sec. IIIC.)

If positive and negative �elds are included, the
phase diagram of the staggered interaction model be-
comes even richer, in that the two time-reversed antifer-
romagnetic states A+ and A� are separated by another
�rst order line, as shown in Fig. 12d. Even more com-
plicated phase diagrams are possible if the strict Ising
conditions are relaxed [55].

The ability to couple directly to the antiferromag-
netic order parameter leads to the possibility of observ-
ing and manipulating the two time reversed antiferro-
magnetic states A+ and A�, and a number of interest-
ing optical and magnetoelastic experiments have been
reported. Because of lack of space, we shall not discuss
the details here, which can be found in Refs. [51-61].

3. Tricritical points

Materials with a more conventional phase diagram,
such as in Fig. 12b, have a tricritical point, where the
�rst and second order phase boundaries meet. Exten-
sive e�orts have been made to study such points, but it
turns out that there are experimental diÆculties that
make it even harder to extract exponents than at crit-
ical points. We shall not discuss the details here, but
refer to a review of the problems and successes [62].

The ability to apply staggered �elds in suitable cases
makes it possible to study the so-called \wings" near
tricritical points [63,64] and, subject to some exper-
imental limitations, good agreement with theoretical
predictions was found. This is a �eld in which addi-
tional experiments would be welcome.

C. Frustration e�ects

The e�ect of non-collinear Ising axes has recently
received much attention in connection with anomalous
properties observed for some rare earth titanates with
the pyrochlore structure. The structure of the rare
earth ions is shown in Fig. 17a. Each spin has six
nearest neighbors, three belonging to each of two linked
tetrahedra. The local symmetry axis at each spin site
points towards the center of its tetrahedron, as shown
in Fig. 17b.

It was �rst noted by Harris et al. [65] that a fer-
romagnetic coupling between nearest neighbors in this
structure (as constrained by the Ising axis at each site)
would lead to frustration. The relation between the
pyrochlore structure and the Ising model has also been
discussed by Moessner [66] and by Bramwell and Harris
[67]. It turns out that it is not possible to satisfy more
than half of the nearest neighbor bonds in each tetra-
hedron, and the state with the lowest energy can be de-
scribed as \two in" and \two out." That is, two spins
point towards the center while two point away from
the center. There are many ways to achieve such an
arrangement, and the ground state is, therefore, highly
degenerate.

It was pointed out by Harris et al.[65] that such
a ground state is directly comparable with the model
proposed by Pauling [68] to account for the anomalous
entropy of ice, and they coined the expression `spin ice'
for materials of this kind. In Pauling's model the pro-
tons belonging to the H20 molecules are displaced so
that they are either closer or further from their oxygen
atom. Given the tetrahedral structure of ice, it is only
possible to displace two of the four protons in the same
sense for each tetrahedron, leading to the ice rule \two
in, two out," as illustrated in Fig. 17c.

Speci�cally, Harris et al. had suggested that
Ho2Ti207 should be a spin ice, but this conclusion has
been subject to some discussion. It turns out that the
speci�c heat of Ho2Ti207 is quite anomalous, in that it
suddenly becomes impossible to measure because the
equilibrium time becomes very long [69]. It is not clear
if this signi�es a transition to some sort of partially or-
dered state or if it is a result of spin ice frustrations. At
the same time some, but not all, Monte Carlo simula-
tions have suggested that Ho2Ti207 was indeed a spin
ice [70]. Further work is needed to resolve the question.

On the other hand, there seems to be no doubt that
the isostructural Dy2Ti2O7 pyrochlore does behave as a
spin ice, and two di�erent computer simulations [70,71]
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have been able to reproduce the experimental results
over a wide range of temperatures. The results of one
of these is shown in Fig. 18a.

Figure 17. (a) A schematic representation of the pyrochlore
lattice, showing the positions of the magnetic ions. (b) The
ground state of a single tetrahedron of spins coupled ferro-
magnetically with local Ising anisotropy. (c) Local proton
arrangement in ice, showing the oxygen atoms (�) and hy-
drogen atoms (-), and with the displacement of the hydro-
gen atoms trom the mid-points of the oxygen-oxygen bonds
marked by arrows. The similarity to (b) has led to the con-
cept of `spin-ice.' After Refs. 67 and 73.

The striking feature of this behavior is the fact that
the total entropy associated with the ordering process
is less than R ln 2; as is otherwise observed in all other
systems with two-fold degenerate ground states. The
entropy as a function of temperature is shown in Fig
18b. It can be seen that it extrapolates close to the
value R(ln 2� 1=2 ln 3=2) predicted for ice by Pauling
[68].

It is interesting to note that the anomalously low
value for the entropy was �rst noted some 30 years ago
[72] but, at the time, it was ascribed to incomplete mea-
surements, and no further study was made. It is tempt-
ing to speculate how the �eld of frustration might have
advanced if the anomaly had been con�rmed experi-
mentally.

To provide further insight, and to verify that the re-
duced entropy is not simply the result of experimental
error, or possible lack of stoichiometry, Ramirez et al.

also measured the speci�c heat in magnetic �elds [71].

The application of a �eld would be expected to reduce
the degree of frustration and thereby increase the total
entropy. The results for a �eld of 0.5T are shown in
Fig. 18b. It can be seen that the entropy is indeed
increased and that it now tends towards a value closer
to the usual R ln 2 for a system with a doublet ground
state.

However, the application of even stronger magnetic
�elds produced some unexpected e�ects in addition,
and these are shown in Fig. 19. Three sharp peaks in
the speci�c heat are now observed on top of the broader
peak and, quite surprisingly, they are found to be in-

dependent of the strength of the �eld. The entropy
associated with these peaks is quite small, so that only
a fraction of the spins appear to be involved.

Figure 18. Speci�c heat and entropy of Dy2Ti2O7 and Paul-
ing's prediction for ice. (a) Speci�c heat divided by temper-
ature for H=0 (o) and H=0.5T (�). The dashed line is a
Monte Carlo simulation of the zero-�eld C(T)/T. (b) En-
tropy of Dy2Ti2O7 found by integrating C/T trom 0.2 to
14K. The value of R(ln 2� 1=2 ln 3=2) is that found for ice
(Ih), and ln2 is the usual full spin entropy. After Ref. 71.

There is no detailed understanding of these e�ects,
but a possible explanation may involve the ordering
of spins with axes perpendicular to the magnetic �eld
made possible by the ordering of the remaining spins by
the �eld [65,73]. A somewhat similar phenomenon had
previously been observed in crystals of DyAG [74]. In
the present case the situation is complicated by the fact
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that the measurements were made on powdered sam-
ples and experiments on single crystals would clearly
be desirable.

One interesting feature of the study of the py-
rochlores is the fact that most of the \theory," so far,
has involved computer simulations. Such simulations
are not easy because long-range dipole interactions are
important in these systems, and there has been some
disagreement over the approximations.[70,71] It would
be helpful to supplement the simulations by analytical
results. This is clearly a challenging new extension for
Ising model studies.

Figure 19. Speci�c heat as a function of temperature for
Dy2Ti2O7 in various applied �elds. The broad H = 0 fea-
ture is suppressed on increasing H and replaced by three
sharp features at 0.34, 0.47 and 1.12K. Inset (a) shows the
constancy of these transition temperatures with �eld. Inset
(b) shows the result of �nite-�eld Monte Carlo simulations
of C/T. After Ref. 71.

D. Dynamic e�ects

Both the theory and experiments concerning Ising-
like systems have concentrated on static equilibnum
properties, and very little has been said about dynamic
e�ects. In some sense this is not surprising since all the
terms in the Ising model Hamiltonian commute, and
no thus time dependence would be expected. However,
inasmuch as the Ising model aims to approximate the
behavior of real physical systems, and these are not al-
ways in equilibrium, the dynamics are of fundamental
interest.

In practical terms, dynamic e�ects can manifest
themselves when measurements are made with a.c.
techniques, which are generally more convenient than
static measurements. Sometimes it is observed that the
frequency used to make measurements a�ects the re-
sults, and this provides a clear indication that dynamic
e�ects are important. In principle one might then try
to extrapolate the results to \zero" frequency but this
can result in misleading conclusions, since more than
one process may be operating. Such a situation is illus-
trated by the results in Fig. 20 which shows a plot of
the out-of-phase component �00 as a function of the in-
phase component �0 of the susceptibility of DyES for
various frequencies [75]. It is clear that the values of
�0 extrapolated to �00 = 0 are very di�erent from the
measured d.c. value, �d:c. Evidence for a second relax-
ation process at even lower frequencies is provided by
the points marked `5', corresponding to measurements
at 5 Hz.

Figure 20. A plot ot the out-of-phase susceptibility �00 as a
function of the in-phase �0 for DyES for various frequencies
at four di�erent temperatures. The frequency of measure-
ment, in Hz, is written beside each symbol. The curves are
circles which pass through the origin and best �t the data.
The extrapolated values of �0 for �00 = 0 are clearly di�erent
from the measured d.c. value, �d:c:. After Ref. 75.

Dynamic e�ects are clearly important are cases in
which the sample breaks into domains which must grow
and shrink in response to an applied �eld. Such situ-
ations include ferromagnets below the Curie tempera-
ture, and also antiferromagnets undergoing �rst order
phase transitions.

Observations of dynamic e�ects involving domain
motion were, in fact, made [75] on the very �rst Ising-
like ferromagnet studied, DyES, and possible mecha-
nisms were discussed by Richards [76]. However, this
material has an inconveniently low Curie temperature
(� 0.1 K), and more detailed experiments were later
made by K�otzler and his associates on LiTbF4, and on
GdCI3 whose Curie points are at 2.9K and 2.2K re-
spectively. A number of interesting relaxation e�ects
associated with domain wall motion were found over a
wide of frequencies,[77-82] but so far there are no de-
tailed microscopic theories to describe the results.



808 Brazilian Journal of Physics, vol. 30, no. 4, December, 2000

The other situation in which dynamic e�ects can be
observed is the response to an a.c. �eld when the system
is in a homogeneous phase. The e�ects that can be ob-
served are not small, and in Fig. 21 we show results for
one relaxation process as a function of magnetic �eld
for DyAG at temperatures well below the N�eel point
[83]. Here both the d.c. and the a.c. measuring �elds
were applied along a [110] direction, for which no cou-
pling to the anti�erromagnetic order parameter would
be expected.

Figure 21. Field and temperature dependence of one of the
relaxation times, IHF, of DyAlG. The arrow indicates the
location of the phase boundary Hc at 1.8 K; at the other
temperatures shown Hc is not very di�erent. All the results
therefore correspond to measurements in the antiferromag-
netic phase. The broken line at 10�5 indicates the lower
limit of the measurements. After Ref. 83.

It can be seen that there are changes in the relax-
ation time of more than two orders of magnitude for
applied �elds as small as 0.1T, much weaker than the
�eld 0.6T required to induce a transition from the an-
tiferromagnetic to the paramagnetic phase. No expla-
nation for these and similar phenomena has been found
[83].

To account for dynamic e�ects in detail, there are
two problems confronting the theory. One is to identify
the non-Ising mechanisms, and their strengths, respon-
sible for relaxation e�ects in the �rst place. The second
is to calculate their observable e�ects in terms of the
microscopic interactions. These are not easy problems
to tackle,[76-84] and it would seem clear that dynamic

e�ects in Ising-like systems will continue to provide a
challenge to both theory and experiment for some time.

IV Conclusions

The work on Ising-like magnetic materials over the past
40 years has led to several conclusions. First, it has
shown that the theoretical predictions of the standard
near neighbor Ising model are generally con�rmed, both
with respect to thermodynamic properties over a wide
range of temperatures, and the asymptotic behavior
near critical points The experiments are not always easy
to analyze unambiguously, but a healthy iterative pro-
cess - theory guiding experiment, and experiment look-
ing for appropriate tests of the theory - has been very
successful.

Other conclusions relate to situations in which the
experiments gave results that, at �rst, appeared to be
in con
ict with the theory. Closer inspection then re-
vealed that there were features in the real material that
were not included in the usual kind of Ising model.
These have included competing near neighbor interac-
tions, long range magnetic dipole interactions, and lat-
tice structures that lead to new physical e�ects, such
as �rst order transitions, coupling to antiferromagnetic
order by an applied magnetic �eld, and suppression of
order by frustration. So far some of these unusual Ising
models have been studied only with a limited range
of techniques, and further work in these areas would
clearly be of interest.

Another area that has received relatively scant at-
tention concerns dynamic e�ects Any such e�ects must,
of necessity, involve interactions that are not completely
Ising like, since simple Ising models have no time de-
pendence. However, in real Ising-like materials time
dependent e�ects are observed, and further study of
these will be of interest.

The principal conclusion from all the past work in
this �eld may be the fact that the Ising model has pro-
vided an unusually rich opportunity for both theory and
experiment to interact, to the mutual bene�t of both.
There seems no reason why such interaction should not
continue to 
ourish in this �eld.

This paper is dedicated to Ernst Ising and the �eld
he created, and to the many theorists and experimen-
talist who have built on his very simple original ideas.
I would also like to thank M. E. Fisher and M. Blume
who have led me through much of the theory, and to
my students and colleagues who, over the years, have
unraveled many of the properties of Ising-like materials,
expected and unexpected.
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