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#### Abstract

Traditional field-theoretical methods to study extensive many-particle systems are generalized to discuss nonextensive situations. In particular, generalizations of Green functions, path integral, and Gaussian integration are performed in the context of nonextensive Tsallis statistical mechanics. These developments employ integral representations that connect the usual and the generalized cases.


## I Introduction

The Boltzmann-Gibbs statistical mechanics and the standard thermodynamics are very useful in the discussion of extensive systems. However $\overline{\text { they }}$ are not good to study situations where nonextensive effects occur $\Gamma$ for instance $\Gamma$ systems involving long-range interactions ( $e . \quad g . \Gamma d=3$ gravitation) $[1 \Gamma 2] \Gamma$ long-range microscopic memory[3] $\Gamma$ and systems with a relevant (multi)fractal-like structure. On the other hand「 the investigations based on the Tsallis entropy[4] mainly focuses on the study of nonextensive problems. Examples of these applications are the Lévy superdiffusion[5Г 6] and anomalous correlated diffusion[7] $\Gamma$ turbulence in a two-dimensional pure electron plasma[8] $\Gamma$ thermalization of an electron-phonon system[9] $\Gamma$ astrophysical applications[10] [dynamical systems[11Г12]Tamong others[13].

It is important to remark that the Tsallis entropy extends the Boltzmann-Gibbs (BG) one Tbecause it depends on a real parameter $q$ and it is reduced to the BG one in the limit $q \rightarrow 1$. Consequently it is natural to investigate how the formalism based on the BG entropy can be enlarged in order to incorporate the Tsallis one $\Gamma$ $i$. $e$. in order to contain the case $q \neq 1$. In this directionTit was verified that the Legendre structure[14Г15] is preserved $\Gamma$ dynamic linear response theory[16] $\Gamma$ perturbation and variational methods for calculation of thermodynamic quantities[17Г18] Tand Green functions
can be generalized[19Г20Г21] Camong others[13].

This work is dedicated to discuss generalizations that employ field-theoretical methods. More preciselyT generalizations of the Green functions that incorporate the nonextensive Tsallis statistical mechanics are focused here as well as the corresponding path integral formulation. Furthermore $\Gamma$ a generalization of the Gaussian integrals based also on the Tsallis statistics is analyzed. In order to naturally relate a generalized case with the usual one $\Gamma$ integral representations are employed. Before starting the discussion about field theoretical methods applied to the generalized Tsallis statistical mechanicsГa brief review about Tsallis statistics including integral representations $\Gamma$ is presented in Sec. II in order to mainly establish the notation employed in this work. By using integral representations $\Gamma$ the generalized Green functions are discussed in Sec. III. The Hartree and Hartree-Fock approximations for the generalized Green functions are considered in Sec. IV. The path integral formulation for Tsallis statistics is presented in Sec. V. In the context of the normalized version of the Tsallis statistical mechanics TGreen functions are discussed in Sec. VI. The generalization of the Gaussian integrals is the main focus of Sec. VII. Sec. VIII contains a summary and concluding remarks.

## II Tsallis statistics and integral representations

The nonextensive entropy (Tsallis entropy)[4]

$$
\begin{equation*}
S_{q}=k \operatorname{Tr} \frac{\hat{\rho}-\hat{\rho}^{q}}{q-1} \tag{1}
\end{equation*}
$$

is a fundamental object in the discussion of the so called generalized statistical mechanics. In Eq. (1) $\hat{\rho}$ is the density matrix $\Gamma q \in \mathbf{R}$ characterizes the degree of nonextensivity $\Gamma$ and $k$ is a positive constant. In order to obtain the statistical weight $\Gamma$ the entropy (1) is maximized subject to some constraints. In the grand-canonical ensemble Cf for instance C the constraints are chosen as[4Г14]

$$
\begin{gather*}
\operatorname{Tr} \hat{\rho}=1  \tag{2}\\
\operatorname{Tr} \hat{\rho}^{q} \hat{H}=U_{q} \tag{3}
\end{gather*}
$$

and

$$
\begin{equation*}
\operatorname{Tr} \hat{\rho}^{q} \hat{N}=N_{q} \tag{4}
\end{equation*}
$$

where $\hat{H}$ and $\hat{N}$ are respectively the Hamiltonian and number operators. In this way the generalized grandcanonical statistical matrix becomes

$$
\begin{equation*}
\hat{\rho}=[1-(1-q) \beta(\hat{H}-\mu \hat{N})]^{1 /(1-q)} / Z_{q} \tag{5}
\end{equation*}
$$

with the generalized grand-partition function defined as

$$
\begin{equation*}
Z_{q}=\operatorname{Tr}[1-(1-q) \beta(\hat{H}-\mu \hat{N})]^{1 /(1-q)} \tag{6}
\end{equation*}
$$

Thus the probabilities in the grand-canonical ensemble becomes

$$
\begin{equation*}
p_{n}=\left[1-(1-q) \beta\left(E_{n}-\mu N_{n}\right)\right]^{1 /(1-q)} / Z_{q} \tag{7}
\end{equation*}
$$

where it was supposed that $[\hat{H}, \hat{N}]_{-}=0$. In Eq. (7) it is also assumed that $1-(1-q) \beta\left(E_{n}-\mu N_{n}\right) \geq 0$. When this condition is not satisfied $\Gamma p_{n}=0$ must be used in order to retain the probabilistic interpretation for $p_{n}$. In this way there is a cut off when
$1-(1-q) \beta\left(E_{n}-\mu N_{n}\right)<0$. The Lagrange multipliers $\beta$ and $\mu$ in the above equations are considered respectively as the inverse of the generalized temperature $\Gamma 1 /(k T)$ Гand generalized chemical potential. Furthermore $\Gamma$

$$
\begin{equation*}
\langle A\rangle_{q} \equiv \operatorname{Tr} \hat{\rho}^{q} \hat{A} \tag{8}
\end{equation*}
$$

is usually referred as the $q$ expectation value of $\hat{A}$. Note that the above equations reduce to the usual ones in the limit $q \rightarrow 1$. Thus $[1-(1-q) x]^{1 /(1-q)}$ can be considered a generalization of $\exp (-x)$. A normalized definition of generalized mean values that also reduces to the usual in the limit $q \rightarrow 1$ is discussed in Sec. VI.

Powerful tools to calculate the generalized partition functions「and consequently other important statistical quantities $\Gamma$ are the integral representations. By using an integral representation $\Gamma Z_{q}$ can be written in terms of the usual partition function $\Gamma Z_{1}$. In fact $\Gamma$ the contour integral[22]

$$
\begin{equation*}
b^{1-z} \frac{i}{2 \pi} \int_{C} \mathrm{~d} u(-u)^{-z} \exp (-b u)=\frac{1}{\Gamma(z)} \tag{9}
\end{equation*}
$$

with $b=1-(1-q) \beta(\hat{H}-\mu \hat{N})$ and $z=1+1 /(1-q)$ leads to

$$
\begin{equation*}
Z_{q}(\beta, \mu)=\int_{C} \mathrm{~d} u K_{q}^{(1)} Z_{1}(-\beta u(1-q), \mu) \tag{10}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{q}^{(1)}=i \frac{\Gamma(1 /(1-q))}{2 \pi(q-1) u}(-u)^{-1 /(1-q)} \exp (-u) \tag{11}
\end{equation*}
$$

In Eq. (9) $b>0$ and Re $z>0 \Gamma$ where the contour $C$ starts from $+\infty$ on the real axis $\Gamma$ encircles the origin once counterclockwise $\Gamma$ and returns to $+\infty$. This representation is very general from which others can be obtained. For instance $\Gamma$ the Hilhorst representation (private communication to Tsallis)[23] is based on the Euler definition of the Gamma function $\Gamma$

$$
\begin{equation*}
b^{z} \int_{0}^{\infty} \mathrm{d} x x^{z-1} \exp (-b x)=\Gamma(z) \quad(\text { Re } b>0 \text { and Re } z>0) \tag{12}
\end{equation*}
$$

and the Lenzi representation[24] employs the integral identity[25]

$$
\frac{b^{1-z} \exp (a b)}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} t \frac{\exp (i b t)}{(a+i t)^{z}}=\frac{1}{\Gamma(z)} \text { for } b>0
$$

$$
\begin{equation*}
=0 \quad \text { for } b<0 \tag{13}
\end{equation*}
$$

where $a>0$ ГRe $z>0$ Гand $-\pi / 2<\arg (a+i t)<\pi / 2$. The Hilhorst representation is usually useful in the $q>1$ case and it was applied to study a set of particles without interaction[23]. On the other hand $\Gamma$ the Lenzi representation is usually applicable to $q<1$ and accomplishes the cut off condition previously discussed. It was employed to obtain the exact solution of the blackbody radiation $[26]$ and to establish the perturbative and variational methods for quantum systems in the context of Tsallis statistical mechanics[18]. The first discussion about integral representation for $q<1$ was presented by Prato[27] and it was employed to study the classical ideal gas.

## III Green functions

This section is divided in two parts. First $\Gamma$ it is presented a brief review of the Green functions in the usual context $\Gamma q=1$. In the second part it is introduced the generalized Green functions $\Gamma q \neq 1$. Subsequently $\Gamma$ by using integral representations $\Gamma$ the generalized Green functions are expressed in terms of the usual ones. This trick enables to obtain several properties of the generalized Green functions in terms of the usual ones.

## A. Usual Green functions

A natural formalism to study many identical particles systems is the second quantized one[28]. In this context $\Gamma$ the creation operator $\Gamma \hat{\psi}^{\dagger}(\mathbf{x}, t) \Gamma$ and annihilation operator $\Gamma \hat{\psi}(\mathbf{x}, t) \Gamma$ are of fundamental importance. For instance $\Gamma$ the number operator is given by

$$
\begin{equation*}
\hat{N}(t)=\int \mathrm{d}^{d} \mathbf{x} \hat{n}(\mathbf{x}, t) \quad\left(\hat{n}(\mathbf{x}, t)=\hat{\psi}^{\dagger}(\mathbf{x}, t) \hat{\psi}(\mathbf{x}, t)\right) \tag{14}
\end{equation*}
$$

and the Hamiltonian becomes

$$
\begin{align*}
\hat{H}(t) & =\int \mathrm{d}^{d} \mathbf{x} \frac{\nabla \hat{\psi}^{\dagger}(\mathbf{x}, t) \cdot \nabla \hat{\psi}(\mathbf{x}, t)}{2 m} \\
& +\int \mathrm{d}^{d} \mathbf{x} \mathrm{~d}^{d} \mathbf{y} \hat{\psi}^{\dagger}(\mathbf{x}, t) \hat{\psi}^{\dagger}(\mathbf{y}, t) V(\mathbf{x}-\mathbf{y}) \hat{\psi}(\mathbf{y}, t) \hat{\psi}(\mathbf{x}, t) \tag{15}
\end{align*}
$$

It was employed $\hbar=1 \Gamma m$ and $d$ to represent respectively the particle mass and the spatial dimension $\overline{\text { and }}$ for simplicity a two-body potential $V(\mathbf{x}-\mathbf{y})$.
The creation and annihilation operators obey the equal time (anti) commutation relation $\left([\hat{A}, \hat{B}]_{\mp}=\hat{A} \hat{B} \mp \hat{A} \hat{B}\right) \Gamma$

$$
\begin{equation*}
\left[\hat{\psi}^{\dagger}(\mathbf{x}, t), \hat{\psi}^{\dagger}(\mathbf{y}, t)\right]_{\mp}=[\hat{\psi}(\mathbf{x}, t), \hat{\psi}(\mathbf{y}, t)]_{\mp}=0 \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\hat{\psi}(\mathbf{x}, t), \hat{\psi}^{\dagger}(\mathbf{y}, t)\right]_{\mp}=\delta(\mathbf{x}-\mathbf{y}) . \tag{17}
\end{equation*}
$$

In these last two expressions 5 the upper sign ( - ) refers to Bose-Einstein particles and the lower sign ( + ) refers to Fermi-Dirac particles. Furthermore $\Gamma$ the dynamics of any operator $\hat{\mathcal{O}}(t)$ is dictated by the Heisenberg equation $\Gamma$

$$
\begin{equation*}
i \frac{\mathrm{~d} \hat{\mathcal{O}}(t)}{\mathrm{d} t}=[\hat{\mathcal{O}}(t), \hat{H}(t)]_{-} \tag{18}
\end{equation*}
$$

Thus $\hat{H}(t)$ and $\hat{N}(t)$ are time independent because $[\hat{H}(t), \hat{H}(t)]_{-}=0$ and $[\hat{N}(t), \hat{H}(t)]_{-}=0$.

In the usual statistical mechanics the expectation value of any operator $\hat{\mathcal{O}}(t)$ Twhen the grand-canonical ensemble is employedTis given by

$$
\begin{equation*}
\langle\hat{\mathcal{O}}\rangle_{1}=\frac{\operatorname{Tr} \exp (-\beta(\hat{H}-\mu \hat{N})) \hat{\mathcal{O}}}{\operatorname{Tr} \exp (-\beta(\hat{H}-\mu \hat{N}))} \tag{19}
\end{equation*}
$$

By using this notationTthe $n$-particle Green function is defined by

$$
\begin{align*}
& G_{1}^{(n)}\left(\mathbf{x}_{1}, t_{1}, \ldots, \mathbf{x}_{n}, t_{n}, \mathbf{y}_{1}, t_{1}^{\prime}, \ldots, \mathbf{y}_{n}, t_{n}^{\prime} ; \beta, \mu\right)= \\
& \frac{1}{i^{n}}\left\langle\mathrm{~T}\left(\hat{\psi}\left(\mathbf{x}_{1}, t_{1}\right) \ldots \hat{\psi}\left(\mathbf{x}_{n}, t_{n}\right) \hat{\psi}^{\dagger}\left(\mathbf{y}_{1}, t_{1}^{\prime}\right) \ldots \hat{\psi}^{\dagger}\left(\mathbf{y}_{n}, t_{n}^{\prime}\right)\right)\right\rangle_{1} . \tag{20}
\end{align*}
$$

The symbol T represents the Wick time-ordering operationTand arranges the product of operators in chronological orderTfor instance $\Gamma$

$$
\begin{array}{rll}
\mathrm{T}\left(\hat{\psi}(\mathbf{x}, t) \hat{\psi}^{\dagger}\left(\mathbf{y}, t^{\prime}\right)\right)= & \hat{\psi}(\mathbf{x}, t) \hat{\psi}^{\dagger}\left(\mathbf{y}, t^{\prime}\right) & \text { for } \quad t>t^{\prime} \\
& \pm \quad \hat{\psi}^{\dagger}\left(\mathbf{y}, t^{\prime}\right) \hat{\psi}(\mathbf{x}, t) & \text { for } \quad t<t^{\prime} \tag{21}
\end{array}
$$

The sign ( + ) is used for bosons $\Gamma$ when the order between $\psi$ and $\psi^{\dagger}$ is changed. On the other hand $\Gamma$ the sign ( - ) is used for fermions. The upper sign will be employed for bosons and the lower sign is used for fermions in the following discussions.

In connection with one-particle Green functionTit is employed the correlation functions

$$
\begin{equation*}
G_{1>}\left(\mathbf{x}, t, \mathbf{y}, t^{\prime} ; \beta, \mu\right)=\frac{1}{i}\left\langle\hat{\psi}(\mathbf{x}, t) \hat{\psi}^{\dagger}\left(\mathbf{y}, t^{\prime}\right)\right\rangle_{1} \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{1<}\left(\mathbf{x}, t, \mathbf{y}, t^{\prime} ; \beta, \mu\right)=\frac{ \pm}{i}\left\langle\hat{\psi}^{\dagger}\left(\mathbf{y}, t^{\prime}\right) \hat{\psi}(\mathbf{x}, t)\right\rangle_{1} . \tag{23}
\end{equation*}
$$

Thus $\Gamma G_{1}^{(1)}=G_{1>}$ for $t>t^{\prime}$ and $G_{1}^{(1)}=G_{1<}$ for $t<t^{\prime}$. Because of the time and spatial translational invariance of the Hamiltonian (15) $\Gamma G_{1}^{(1)}$ depends only on $\mathbf{r}=\mathbf{x}-\mathbf{y}$ and $\tilde{t}=t-t^{\prime} \Gamma i$. e. $G_{1}^{(1)}=G_{1}^{(1)}(\mathbf{r}, \tilde{t} ; \beta, \mu)$. Furthermore Cit is introduced the spectral function defined by

$$
\begin{align*}
A_{1}(\mathbf{y} ; \omega ; \beta, \mu) & =G_{1>}(\mathbf{x}, \mathbf{y} ; \omega ; \beta, \mu) \mp G_{1<}(\mathbf{x}, \mathbf{y} ; \omega ; \beta, \mu) \\
& =\int \frac{\mathrm{d}^{d} \mathbf{p}}{(2 \pi)^{d}} \exp (i \mathbf{p} \cdot \mathbf{r}) A_{1}(\mathbf{p}, \omega ; \beta, \mu)  \tag{24}\\
& =\int \frac{\mathrm{d}^{d} \mathbf{p}}{(2 \pi)^{d}} \exp (i \mathbf{p} \cdot \mathbf{r})\left[G_{1>}(\mathbf{p}, \omega ; \beta, \mu) \mp G_{1<}(\mathbf{p}, \omega ; \beta, \mu)\right]
\end{align*}
$$

where

$$
\begin{equation*}
G_{1>}(\mathbf{p}, \omega ; \beta, \mu)=i \int \mathrm{~d}^{d} \mathbf{r} \int_{-\infty}^{\infty} \mathrm{d} \tilde{t} \exp (-i \mathbf{p} \cdot \mathbf{r}+i \omega \tilde{t}) G_{1>}(\mathbf{r}, \tilde{t} ; \beta, \mu) \tag{25}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{1<}(\mathbf{p}, \omega ; \beta, \mu)= \pm i \int \mathrm{~d}^{d} \mathbf{r} \int_{-\infty}^{\infty} \mathrm{d} \tilde{t} \exp (-i \mathbf{p} \cdot \mathbf{r}+i \omega \tilde{t}) G_{1<}(\mathbf{r}, \tilde{t} ; \beta, \mu) \tag{26}
\end{equation*}
$$

From these definitions and Eq. (17) the sum rule follows

$$
\begin{align*}
\int \frac{\mathrm{d} \omega}{2 \pi} A_{1}(\mathbf{x}, \mathbf{y} ; \omega ; \beta, \mu) & =\int \frac{\mathrm{d} \omega}{2 \pi} \int \frac{\mathrm{~d}^{d} \mathbf{p}}{(2 \pi)^{d}} \exp (i \mathbf{p} \cdot \mathbf{r}) A_{1}(\mathbf{p}, \omega ; \beta, \mu) \\
& =\int \frac{\mathrm{d} \omega}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} \tilde{t} \exp (i \omega \tilde{t})\left\langle\psi(\mathbf{r}, \tilde{t}) \psi^{\dagger}(\mathbf{0}, 0) \mp \psi^{\dagger}(\mathbf{0}, 0) \psi(\mathbf{r}, \tilde{t})\right\rangle_{1}  \tag{27}\\
& =\left\langle\left[\psi(\mathbf{r}, 0), \psi^{\dagger}(\mathbf{0}, 0)\right]_{\mp}\right\rangle_{1}=\delta(\mathbf{x}-\mathbf{y})
\end{align*}
$$

or alternatively

$$
\begin{equation*}
\int_{\infty}^{\infty} \frac{\mathrm{d} \omega}{2 \pi}\left[G_{1>}(\mathbf{p}, \omega ; \beta, \mu) \mp G_{1<}(\mathbf{p}, \omega ; \beta, \mu)\right]=1 \tag{28}
\end{equation*}
$$

It is important to emphasize also that correlation functions satisfy the fundamental relation

$$
\begin{equation*}
\left.G_{1<}\left(\mathbf{x}, t, \mathbf{y}, t^{\prime} ; \beta, \mu\right)\right|_{t=0}= \pm\left. e^{\beta \mu} G_{1>}\left(\mathbf{x}, t, \mathbf{y}, t^{\prime} ; \beta, \mu\right)\right|_{t=-i \beta} \tag{29}
\end{equation*}
$$

In terms of the spectral function and the Fourier transform of the correlation functions 5 this relation can be written as

$$
\begin{equation*}
G_{1>}(\mathbf{p}, \omega ; \beta, \mu)=[1 \pm f(\omega ; \beta, \mu)] A_{1}(\mathbf{p}, \omega ; \beta, \mu) \tag{30}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{1<}(\mathbf{p}, \omega ; \beta, \mu)=f(\omega ; \beta, \mu) A_{1}(\mathbf{p}, \omega ; \beta, \mu) \tag{31}
\end{equation*}
$$

where

$$
\begin{equation*}
f(\omega ; \beta, \mu)=\frac{1}{\exp (\beta(\omega-\mu)) \mp 1} . \tag{32}
\end{equation*}
$$

Here the function $f(\omega ; \beta, \mu)$ is the average occupation number in the grand-canonical ensemble of a mode with energy $\omega$ Tand the spectral function $A_{1}(\mathbf{p}, \omega ; \beta, \mu)$ is a weighting function with total weight unity (see Eq. (27)). For free particles $\Gamma$ for instance $\Gamma$ the weighting function is given by $A_{1}(\mathbf{p}, \omega ; \beta, \mu)=2 \pi \delta\left(\omega-\mathbf{p}^{2} /(2 m)\right)$.

The density of particles (see Eq. (14)) can be obtained from the correlation function $G_{1<}$. IndeedTfor a uniform system $\Gamma$

$$
\begin{align*}
\langle\hat{n}(\mathbf{0}, 0)\rangle_{1} & =\langle\hat{n}(\mathbf{x}, t)\rangle_{1}=\left\langle\hat{\psi}^{\dagger}(\mathbf{x}, t) \hat{\psi}(\mathbf{x}, t)\right\rangle_{1} \\
& = \pm i G_{1<}(\mathbf{x}, t, \mathbf{x}, t ; \beta, \mu)=\int_{-\infty}^{\infty} \frac{\mathrm{d} \omega}{2 \pi} \int \frac{\mathrm{~d}^{d} \mathbf{p}}{(2 \pi)^{d}} G_{1<}(\mathbf{p}, \omega ; \beta, \mu) \tag{33}
\end{align*}
$$

From $G_{1<}$ the expectation value of the Hamiltonian (15) can be also obtained. To verify that this affirmation is trueTfirstTnote that the equation of motion (18) leads to

$$
\begin{equation*}
\left(i \frac{\partial}{\partial t}+\frac{\nabla_{\mathbf{X}}^{2}}{2 m}\right) \hat{\psi}(\mathbf{x}, t)=\int \mathrm{d}^{d} \mathbf{y} V(\mathbf{x}-\mathbf{y}) \hat{\psi}^{\dagger}(\mathbf{y}, t) \hat{\psi}(\mathbf{y}, t) \hat{\psi}(\mathbf{x}, t) \tag{34}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(-i \frac{\partial}{\partial t^{\prime}}+\frac{\nabla_{\mathbf{X}}^{2}}{2 m}\right) \hat{\psi}^{\dagger}\left(\mathbf{x}, t^{\prime}\right)=\hat{\psi}^{\dagger}\left(\mathbf{x}, t^{\prime}\right) \int \mathrm{d}^{d} \mathbf{y} V(\mathbf{x}-\mathbf{y}) \hat{\psi}\left(\mathbf{y}, t^{\prime}\right) \hat{\psi}\left(\mathbf{y}, t^{\prime}\right) \tag{35}
\end{equation*}
$$

SecondTthe multiplication of Eq. (34) by $\hat{\psi}^{\dagger}(\mathbf{x}, t)$ on the leftГand the multiplication of Eq. (35) by $\hat{\psi}\left(\mathbf{x}, t^{\prime}\right)$ on the right can be combined to form

$$
\begin{align*}
& \frac{1}{4} \int \mathrm{~d}^{d} \mathbf{x}\left[\left(i \frac{\partial}{\partial t}-i \frac{\partial}{\partial t^{\prime}}\right) \hat{\psi}^{\dagger}\left(\mathbf{x}, t^{\prime}\right) \hat{\psi}(\mathbf{x}, t)\right]_{t^{\prime}=t}=\frac{1}{4} \int \mathrm{~d}^{d} \mathbf{x}\left[\left(-\frac{\nabla_{\mathbf{x}}^{2}}{2 m}-\frac{\nabla_{\mathbf{y}}^{2}}{2 m}\right) \hat{\psi}^{\dagger}(\mathbf{y}, t) \hat{\psi}(\mathbf{x}, t)\right]_{\mathbf{y}=\mathbf{x}} \\
+ & \frac{1}{2} \int \mathrm{~d}^{d} \mathbf{x} \mathrm{~d}^{d} \mathbf{y} \hat{\psi}^{\dagger}(\mathbf{x}, t) \hat{\psi}^{\dagger}(\mathbf{y}, t) V(\mathbf{x}-\mathbf{y}) \hat{\psi}(\mathbf{y}, t) \hat{\psi}(\mathbf{x}, t) \tag{36}
\end{align*}
$$

Finally「when

$$
\begin{equation*}
\frac{1}{4} \int \mathrm{~d}^{d} \mathbf{x}\left[\left(-\frac{\nabla_{\mathbf{x}}^{2}}{2 m}-\frac{\nabla_{\mathbf{y}}^{2}}{2 m}\right) \hat{\psi}^{\dagger}(\mathbf{y}, t) \hat{\psi}(\mathbf{x}, t)\right]_{\mathbf{y}=\mathbf{x}} \tag{37}
\end{equation*}
$$

is added to both sides of Eq. (36) and the statistical average (19) is takenTit follows that

$$
\begin{align*}
\langle\hat{H}\rangle_{1} & =\frac{1}{4} \int \mathrm{~d}^{d} \mathbf{x}\left[\left(i \frac{\partial}{\partial t}-i \frac{\partial}{\partial t^{\prime}}+\frac{\nabla_{\mathbf{x}} \cdot \nabla_{\mathbf{y}}}{m}\right)\left\langle\hat{\psi}^{\dagger}\left(\mathbf{y}, t^{\prime}\right) \hat{\psi}(\mathbf{x}, t)\right\rangle_{1}\right]_{\mathbf{y}=\mathbf{x}, t^{\prime}=t} \\
& = \pm \frac{i}{4} \int \mathrm{~d}^{d} \mathbf{x}\left[\left(i \frac{\partial}{\partial t}-i \frac{\partial}{\partial t^{\prime}}+\frac{\nabla_{\mathbf{x}} \cdot \nabla_{\mathbf{y}}}{m}\right) G_{1<}\left(\mathbf{x}, t, \mathbf{y}, t^{\prime} ; \beta, \mu\right)\right]_{\mathbf{y}=\mathbf{x}, t^{\prime}=t} \tag{38}
\end{align*}
$$

Similarly $\operatorname{sby}$ using the definition of one and two－particle Green functions $\Gamma$ Eq．（20）$\Gamma$ and equations of motion $\Gamma$ Eqs．（34）and（35）Гit can be verified that

$$
\begin{align*}
& \left(i \frac{\partial}{\partial t_{1}}+\frac{\nabla_{\mathbf{x}}^{2}}{2 m}\right) G_{1}^{(1)}\left(\mathbf{x}_{1}, t_{1}, \mathbf{y}_{1}, t_{1}^{\prime} ; \beta ; \mu\right)=\delta\left(t_{1}-t_{1}^{\prime}\right) \delta(\mathbf{x}-\mathbf{y}) \\
& \pm\left. i \int \mathrm{~d}^{d} \mathbf{y} V(\mathbf{x}-\mathbf{y}) G_{1}^{(2)}\left(\mathbf{x}_{1}, t_{1}, \mathbf{x}_{2}, t_{2}, \mathbf{y}_{1}, t_{1}^{\prime}, \mathbf{y}_{2}, t_{2}^{+} ; \beta ; \mu\right)\right|_{t_{2}=t_{1}} \tag{39}
\end{align*}
$$

The notation $t_{2}^{\prime+}$ is used to represent $t_{2}^{\prime}+\epsilon$ Twhere $\epsilon$ is an infinitesimal positive number．Similar equations can be obtained for others $n$－particle Green functions $\Gamma$ giving a hierarchical structure．

## B．Generalized Green functions

By taking into account the previous discussions $\Gamma$ a natural way to define a generalized $n$－particle Green function is to replace the usual mean valueГEq．（19）Twith by the generalized one［19］ $\mathrm{\Gamma Eq}$ ．（8）．For instance Ct the generalized one－particle Green function becomes

$$
\begin{equation*}
G_{q}^{\left(1^{\prime}\right)}\left(\mathbf{x}, t, \mathbf{y}, t^{\prime}\right)=\frac{1}{i}\left\langle\mathrm{~T}\left(\hat{\psi}(\mathbf{x}, t) \hat{\psi}^{\dagger}\left(\mathbf{y}, t^{\prime}\right)\right)\right\rangle_{q} . \tag{40}
\end{equation*}
$$

However厂as it is demonstrated in Sec．IVTthis Green function do not obey the usual equation of motion．In order to circumvent this difficulty Cit is convenient to define a normalized one－particle Green function［20］「i．e．

$$
\begin{equation*}
G_{q}^{(1)}\left(\mathbf{x}, t, \mathbf{y}, t^{\prime}\right)=\frac{G_{q}^{\left(1^{\prime}\right)}\left(\mathbf{x}, t, \mathbf{y}, t^{\prime}\right)}{\langle\mathbf{1}\rangle_{q}}=\frac{1}{i\langle\mathbf{1}\rangle_{q}}\left\langle\mathrm{~T}\left(\hat{\psi}(\mathbf{x}, t) \hat{\psi}^{\dagger}\left(\mathbf{y}, t^{\prime}\right)\right)\right\rangle_{q} \tag{41}
\end{equation*}
$$

where $\langle\mathbf{1}\rangle_{q}=\operatorname{Tr} \hat{\rho}^{q}=1+(1-q) S_{q}$ ．A further definition of Green functions is discussed in Sec．VI．
As in the case of the generalized partition function（see Eq．（10）） ）the above one－particle Green function can be obtained from the usual one by using an integral representation．Indeed ${ }^{\text {b }}$ by using the definition of the usual Green function ГEq．（20）ГEq．（9）with $b=1-(1-q) \beta(\hat{H}-\mu \hat{N})$ and $z=1 /(1-q) \Gamma$ and the partition function（10） FEq ． （41）can be written as

$$
\begin{equation*}
G_{q}^{(1)}\left(\mathbf{x}, t, \mathbf{y}, t^{\prime} ; \beta, \mu\right)=\int_{C} \mathrm{~d} u K_{q}^{(2)}(u) Z_{1}(-\beta u(1-q), \mu) G_{1}^{(1)}\left(\mathbf{x}, t, \mathbf{y}, t^{\prime} ;-\beta u(1-q), \mu\right) \tag{42}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{q}^{(2)}(u)=i \frac{\Gamma(1 /(1-q))}{2 \pi\left(Z_{q}\right)^{q}\langle\mathbf{1}\rangle_{q}}(-u)^{-1 /(1-q)} \exp (-u) \tag{43}
\end{equation*}
$$

Of course $\Gamma\langle\mathbf{1}\rangle_{q}$ can be expressed employing an integral representation．In this case $\Gamma$ it must be chosen $b=1-(1-$ q）$\beta(\hat{H}-\mu \hat{N})$ and $z=1 /(1-q)$ ．

In a similar way $\Gamma$ the correlation functions $\Gamma G_{q>}$ for $t>t^{\prime}$ and $G_{q<}$ for $t<t^{\prime} \Gamma$ can be introduced as follows

$$
\begin{align*}
G_{q>}\left(\mathbf{x}, t, \mathbf{y}, t^{\prime} ; \beta, \mu\right) & =\frac{1}{\langle\mathbf{1}\rangle_{q}}\left\langle\hat{\psi}(\mathbf{x}, t) \hat{\psi}^{\dagger}\left(\mathbf{y}, t^{\prime}\right)\right\rangle_{q} \\
& =\int_{C} \mathrm{~d} u K_{q}^{(2)}(u) Z_{1}(-\beta u(1-q), \mu) G_{1>}\left(\mathbf{x}, t, \mathbf{y}, t^{\prime} ;-\beta u(1-q), \mu\right) \tag{44}
\end{align*}
$$

and

$$
\begin{align*}
G_{q<}\left(\mathbf{x}, t, \mathbf{y}, t^{\prime} ; \beta, \mu\right) & =\frac{ \pm}{\langle\mathbf{1}\rangle_{q}}\left\langle\hat{\psi}^{\dagger}\left(\mathbf{y}, t^{\prime}\right) \hat{\psi}(\mathbf{x}, t)\right\rangle_{q} \\
& =\int_{C} \mathrm{~d} u K_{q}^{(2)}(u) Z_{1}(-\beta u(1-q), \mu) G_{1<}\left(\mathbf{x}, t, \mathbf{y}, t^{\prime} ;-\beta u(1-q), \mu\right) \tag{45}
\end{align*}
$$

From Eqs．（44）and（45）it follows that the sum rule（28）is $q$ invariant．In fact「Eqs．（44）and（30）leads to

$$
\begin{align*}
& G_{q>}(\mathbf{p}, \omega ; \beta, \mu)=\int_{C} \mathrm{~d} u K_{q}^{(2)}(u) Z_{1}(-\beta u(1-q), \mu) G_{1>}(\mathbf{p}, \omega ;-\beta u(1-q), \mu) \\
= & \int_{C} \mathrm{~d} u K_{q}^{(2)}(u)[1 \pm f(\omega ;-\beta u(1-q), \mu)] Z_{1}(-\beta u(1-q), \mu) A_{1}(\mathbf{p}, \omega ;-\beta u(1-q), \mu) \tag{46}
\end{align*}
$$

and similarly

$$
\begin{align*}
& G_{q<}(\mathbf{p}, \omega ; \beta, \mu)=\int_{C} \mathrm{~d} u K_{q}^{(2)}(u) Z_{1}(-\beta u(1-q), \mu) G_{1<}(\mathbf{p}, \omega ;-\beta u(1-q), \mu) \\
= & \int_{C} \mathrm{~d} u K_{q}^{(2)}(u) f(\omega ;-\beta u(1-q), \mu) Z_{1}(-\beta u(1-q), \mu) A_{1}(\mathbf{p}, \omega ;-\beta u(1-q), \mu), \tag{47}
\end{align*}
$$

thus

$$
\begin{align*}
& \int_{\infty}^{\infty} \frac{\mathrm{d} \omega}{2 \pi}\left[G_{q>}(\mathbf{p}, \omega ; \beta, \mu) \mp G_{q<}(\mathbf{p}, \omega ; \beta, \mu)\right] \\
= & \int_{C} \mathrm{~d} u K_{q}^{(2)}(u) Z_{1}(-\beta u(1-q), \mu) \int \frac{\mathrm{d} \omega}{2 \pi} A_{1}(\mathbf{p}, \omega ;-\beta u(1-q), \mu)=1 \tag{48}
\end{align*}
$$

Analogously to the usual case $\Gamma$ the physical contents of the theory can be obtained from the Green functions. This is exactly the case of $q$ expectation of the density of particles and Hamiltonian. Indeed from the usual definition of the expectation of the density of particles $\Gamma$ Eq. (33) (the definition of the $q$ expectation of the density of particles ГEq. (8) Гand the correlation function $G_{q<}$ ГEqs. (45) and (47) Гit follows that

$$
\begin{equation*}
\langle\hat{n}\rangle_{q}= \pm \int_{C} \mathrm{~d} u K_{q}^{(2)}(u) \int_{-\infty}^{\infty} \frac{\mathrm{d} \omega}{2 \pi} \int \frac{\mathrm{~d}^{d} \mathbf{p}}{(2 \pi)^{d}} \frac{Z_{1}(-\beta(1-q) u, \mu) A_{1}(\mathbf{p}, \omega ; \beta, \mu)}{\exp (-\beta(1-q) u(\omega-\mu)) \mp 1} \tag{49}
\end{equation*}
$$

Thus the chemical potential can be determined in terms of the $q$ mean value by using Eq. (49). Following the calculations developed to obtain Eq. (38) one concludes analogously that $\langle\hat{H}\rangle_{q}$ can be obtained from $G_{q<}$ Tbecause the calculation in both cases $(q=1$ and $q \neq 1)$ is the same $\Gamma$ thus

$$
\begin{align*}
\langle\hat{H}\rangle_{q} & =\frac{1}{4} \int \mathrm{~d}^{d} \mathbf{x}\left[\left(i \frac{\partial}{\partial t}-i \frac{\partial}{\partial t^{\prime}}+\frac{\nabla_{\mathbf{x}} \cdot \nabla \mathbf{y}}{m}\right)\left\langle\hat{\psi}^{\dagger}(\mathbf{y}, t) \hat{\psi}(\mathbf{x}, t)\right\rangle_{q}\right]_{\mathbf{y}=\mathbf{x}, t^{\prime}=t} \\
& = \pm \frac{1}{4}\langle\mathbf{1}\rangle_{q} \int \mathrm{~d}^{d} \mathbf{x}\left[\left(i \frac{\partial}{\partial t}-i \frac{\partial}{\partial t^{\prime}}+\frac{\nabla_{\mathbf{x}} \cdot \nabla_{\mathbf{y}}}{m}\right) G_{q<}\left(\mathbf{x}, t, \mathbf{x}, t^{\prime} ; \beta, \mu\right)\right]_{\mathbf{y}=\mathbf{x}, t^{\prime}=t} \tag{50}
\end{align*}
$$

## IV Hartree and Hartree-Fock Approximations

The generalized $n$-particle Green function is defined as

$$
\begin{align*}
& G_{q}^{(n)}\left(\mathbf{x}_{1}, t_{1}, \ldots, \mathbf{x}_{n}, t_{n}, \mathbf{y}_{1}, t_{1}^{\prime}, \ldots, \mathbf{y}_{n}, t_{n}^{\prime} ; \beta ; \mu\right) \\
= & \frac{1}{i^{n}\langle\mathbf{1}\rangle_{q}}\left\langle\mathrm{~T}\left(\hat{\psi}\left(\mathbf{x}_{1}, t_{1}\right) \ldots \hat{\psi}\left(\mathbf{x}_{n}, t_{n}\right) \hat{\psi}^{\dagger}\left(\mathbf{y}_{1}, t_{1}^{\prime}\right) \ldots \hat{\psi}^{\dagger}\left(\mathbf{y}_{n}, t_{n}^{\prime}\right)\right)\right\rangle_{q}  \tag{51}\\
= & \int_{C} \mathrm{~d} u K_{q}^{(2)}(u) Z_{1}(-\beta u(1-q), \mu) G_{1}^{(n)}\left(\mathbf{x}_{1}, t_{1}, \ldots, \mathbf{x}_{n}, t_{n}, \mathbf{y}_{1}, t_{1}^{\prime}, \ldots, \mathbf{y}_{n}, t_{n}^{\prime} ;-\beta u(1-q) ; \mu\right) .
\end{align*}
$$

As in the usual case $\Gamma$ a set of equations for these Green functions can be obtained. Moreover $\Gamma$ the form of these equations is $q$ invariant. For instance $\Gamma$ the motion equation for $G_{q}^{(1)}$ is

$$
\begin{align*}
& \left(i \frac{\partial}{\partial t_{1}}+\frac{\nabla_{\mathbf{X}}^{2}}{2 m}\right) G_{q}^{(1)}\left(\mathbf{x}_{1}, t_{1}, \mathbf{y}_{1}, t_{1}^{\prime} ; \beta ; \mu\right)=\delta\left(t_{1}-t_{1}^{\prime}\right) \delta(\mathbf{x}-\mathbf{y}) \\
& \pm\left. i \int \mathrm{~d}^{d} \mathbf{y} V(\mathbf{x}-\mathbf{y}) G_{q}^{(2)}\left(\mathbf{x}_{1}, t_{1}, \mathbf{x}_{2}, t_{2}, \mathbf{y}_{1}, t_{1}^{\prime}, \mathbf{y}_{2}, t_{2}^{\prime+} ; \beta ; \mu\right)\right|_{t_{2}=t_{1}} \tag{52}
\end{align*}
$$

In fact P proceeding similarly to the usual case it is possible to verify that the form of Eqs. (39) and (52) are the same.

In generalCto solve the equations of motion is a formidable task. Of course $\Gamma$ this is not different in the nonextensive Tsallis statistical mechanics. Following the usual case Ttwo approximated methods are usually employed. The first one is the Hartree approximation. It is supposed $\Gamma$ in this simple approximation $\Gamma$ that $G_{1}^{(2)}$ becomes the product $G_{1}^{(1)} G_{1}^{(1)}$. In this wayГa natural generalization of the Hartree approximations is

$$
\begin{equation*}
G_{q}^{(2)}\left(\mathbf{x}_{1}, t_{1}, \mathbf{x}_{2}, t_{2}, \mathbf{y}_{1}, t_{1}^{\prime}, \mathbf{y}_{2}, t_{2}^{\prime} ; \beta ; \mu\right)=G_{q}^{(1)}\left(\mathbf{x}_{1}, t_{1}, \mathbf{y}_{1}, t_{1}^{\prime} ; \beta ; \mu\right) G_{q}^{(1)}\left(\mathbf{x}_{2}, t_{2}, \mathbf{y}_{2}, t_{2}^{\prime} ; \beta ; \mu\right) \tag{53}
\end{equation*}
$$

In this approximationTit was not considered the exclusion principle. When this new property is take into account $\Gamma$ Eq. (53) should be substituted by

$$
\begin{align*}
G_{q}^{(2)}\left(\mathbf{x}_{1}, t_{1}, \mathbf{x}_{2}, t_{2}, \mathbf{y}_{1}, t_{1}^{\prime}, \mathbf{y}_{2}, t_{2}^{\prime} ; \beta ; \mu\right) & =G_{q}^{(1)}\left(\mathbf{x}_{1}, t_{1}, \mathbf{y}_{1}, t_{1}^{\prime} ; \beta ; \mu\right) G_{q}^{(1)}\left(\mathbf{x}_{2}, t_{2}, \mathbf{y}_{2}, t_{2}^{\prime} ; \beta ; \mu\right) \\
& \pm G_{q}^{(1)}\left(\mathbf{x}_{1}, t_{1}, \mathbf{y}_{2}, t_{2}^{\prime} ; \beta ; \mu\right) G_{q}^{(1)}\left(\mathbf{x}_{2}, t_{2}, \mathbf{y}_{1}, t_{1}^{\prime} ; \beta ; \mu\right) \tag{54}
\end{align*}
$$

This is the generalized Hartree-Fock approximation. Further consequences of these approximations are presented in Ref. [20].

## V Path integral formulation

As discussed in Sec. IITthe generalized partition function $\Gamma Z_{q} \Gamma$ can be expressed in terms of $Z_{1}$ (see Eq. (10)). This fact can be employed to write $Z_{q}$ in terms of a path integral[30]. In fact $\Gamma$ by using the path integral representation of the usual partition function (see $\Gamma$ for instanceГRef. [31] ch. III) $\Gamma$

$$
\begin{equation*}
Z_{1}=\int \cdots \int \mathcal{D} \bar{\psi} \mathcal{D} \psi \exp \left(-\int_{0}^{\beta} \mathrm{d} \tilde{t} \int \mathrm{~d}^{d} \mathrm{x}(\bar{\psi} \dot{\psi}+H(\bar{\psi}, \psi))\right) \tag{55}
\end{equation*}
$$

and the integral representation (10) Гit is immediate to verify that

$$
\begin{equation*}
Z_{q}=\int_{C} \mathrm{~d} u K_{q}^{(1)}(u) \int \cdots \int \mathcal{D} \bar{\psi} \mathcal{D} \psi \exp \left(-\int_{0}^{\beta^{*}} \mathrm{~d} \tilde{t} \int \mathrm{~d}^{d} \mathbf{x}(\bar{\psi} \dot{\psi}+H(\bar{\psi}, \psi))\right) \tag{56}
\end{equation*}
$$

where $\beta^{*}=(1-q)(-u) \beta$. The functional generator of the Green functions $\Gamma \mathcal{Z}_{q}(\bar{J}, J) \Gamma$ can be obtained in a similar way. However $\Gamma$ it is necessary to employ the kernel $K_{q}^{(2)}$ instead of $K_{q}^{(1)} \Gamma i$. e. $\Gamma$

$$
\begin{align*}
& \mathcal{Z}_{q}(\bar{J}, J)= \\
& \int_{C} \mathrm{~d} u K_{q}^{(2)}(u) \int \cdots \int \mathcal{D} \bar{\psi} \mathcal{D} \psi \exp \left(-\int_{0}^{\beta^{*}} \mathrm{~d} \tilde{t} \int \mathrm{~d}^{d} \mathbf{x}(\bar{\psi} \psi+H(\bar{\psi}, \psi)-\bar{J} \psi-\bar{\psi} J)\right) \tag{57}
\end{align*}
$$

Finally $\Gamma$ the $n$-particle Green function $\Gamma \tilde{G}_{q}^{(n)}\left(\mathbf{x}_{1}, \ldots, \mathbf{x}_{n}, \mathbf{y}_{1}, \ldots, \mathbf{y}_{n}\right) \Gamma$ is obtained by taking functional derivatives with relation to the sources $\bar{J}$ and $J$. Of course $\Gamma$ these temperature Green functions are time-independent.

## VI Green functions and normalized statistics

RecentlyTit was considered a new kind of generalized mean value[32]Tsee also Ref.[21]

$$
\begin{equation*}
\langle\langle A\rangle\rangle_{q}=\frac{\operatorname{Tr} \hat{\rho}^{q} \hat{A}}{\operatorname{Tr} \hat{\rho}^{q}} . \tag{58}
\end{equation*}
$$

By using this new definition $\Gamma$ the grand-canonical distribution can be obtained maximizing the Tsallis entropy (see Eq. (1)) subject to the constraints $\operatorname{Tr} \hat{\rho}=1 \Gamma$

$$
\begin{equation*}
\frac{\operatorname{Tr} \hat{\rho}^{q} \hat{H}}{\operatorname{Tr} \hat{\rho}^{q}}=U_{q}^{(2)}, \tag{59}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\operatorname{Tr} \hat{\rho}^{q} \hat{N}}{\operatorname{Tr} \hat{\rho}^{q}}=N_{q}^{(2)} \tag{60}
\end{equation*}
$$

In this way t the new grand-canonical distribution becomes

$$
\begin{equation*}
\hat{\rho}=\left\{1-(1-q) \beta\left[\hat{H}-U_{q}^{(2)}-\mu\left(\hat{N}-N_{2}^{(2)}\right)\right] / \operatorname{Tr} \hat{\rho}^{q}\right\}^{1 /(1-q)} / Z_{q}^{(2)} \tag{61}
\end{equation*}
$$

where

$$
\begin{equation*}
Z_{q}^{(2)}=\operatorname{Tr}\left\{1-(1-q) \beta\left[\hat{H}-U_{q}^{(2)}-\mu\left(\hat{N}-N_{2}^{(2)}\right)\right] / \operatorname{Tr} \hat{\rho}^{q}\right\}^{1 /(1-q)} \tag{62}
\end{equation*}
$$

The $q$-expectation value defined by Eq. (58) leads to $\langle\langle\mathbf{1}\rangle\rangle_{q}=1$ instead of $\langle\mathbf{1}\rangle_{q} \neq 1$. Furthermore $\Gamma$ the grandcanonical distribution does not depend of the choice on the origin of the ground state energyए contrary to the distribution given by Eq. (5). These properties basically indicate that this new formulation is the correct one for the nonextensive statistical mechanics[33]. HoweverГthe calculations based on the distribution (61) are difficult to be performed because the density matrix depends explicitly on $U_{q}^{(2)}$ and $N_{q}^{(2)}$. More precisely this fact indicates that calculations in this new formulation must be performed in a self-consistent way. On the other hand $\overline{\text { the }}$ formal development discussed in the previous sections can be extended directly for this new case. For instance「the $n$-particle Green function $\Gamma G_{q}^{(n)(2)}$ Dbased on the new formulation can be defined in the following way:

$$
\begin{align*}
& G_{q}^{(n)(2)}\left(\mathbf{x}_{1}, t_{1}, \ldots, \mathbf{x}_{n}, t_{n}, \mathbf{y}_{1}, t_{1}^{\prime}, \ldots, \mathbf{y}_{n}, t_{n}^{\prime}\right)= \\
& \frac{1}{i^{n}}\left\langle\left\langle\mathrm{~T}\left(\hat{\psi}\left(\mathbf{x}_{1}, t_{1}\right) \ldots \hat{\psi}\left(\mathbf{x}_{n}, t_{n}\right) \hat{\psi}^{\dagger}\left(\mathbf{y}_{1}, t_{1}^{\prime}\right) \ldots \hat{\psi}^{\dagger}\left(\mathbf{y}_{n}, t_{n}^{\prime}\right)\right)\right\rangle\right\rangle_{q} . \tag{63}
\end{align*}
$$

Other examples are the motion equations for Green functions $\Gamma$ for instance $\Gamma G_{q}^{(1)}$ and $G_{q}^{(2)}$ must be respectively replaced by $G_{q}^{(1)(2)}$ and $G_{q}^{(2)(2)}$ in Eq. (52) Гi. e.

$$
\begin{align*}
& \left(i \frac{\partial}{\partial t_{1}}+\frac{\nabla_{\mathbf{X}}^{2}}{2 m}\right) G_{q}^{(1)(2)}\left(\mathbf{x}_{1}, t_{1}, \mathbf{y}_{1}, t_{1}^{\prime} ; \beta ; \mu\right)=\delta\left(t_{1}-t_{1}^{\prime}\right) \delta(\mathbf{x}-\mathbf{y}) \\
& \pm\left. i \int \mathrm{~d}^{d} \mathbf{y} V(\mathbf{x}-\mathbf{y}) G_{q}^{(2)(2)}\left(\mathbf{x}_{1}, t_{1}, \mathbf{x}_{2}, t_{2}, \mathbf{y}_{1}, t_{1}^{\prime}, \mathbf{y}_{2}, t_{2}^{+} ; \beta ; \mu\right)\right|_{t_{2}=t_{1}} \tag{64}
\end{align*}
$$

The application of these developments to study a simple many-body system The quantum ideal gasTleads to a set of coupled equations. In generallthe solutions of these equations must be performed numerically.

## VII Non-Gaussian integration

A very useful tool in the context of path integrals is based on Gaussian ones「i. e. in the generating function[34]

$$
\begin{align*}
\mathcal{Z}_{1, \sigma}\left(G, \bar{J}, \overline{\boldsymbol{x}}^{(0)}\right) & =\int \mathcal{D} \boldsymbol{x} \exp \left(-\frac{\sigma}{2}\left(\bar{x}-\overline{\boldsymbol{x}}^{(0)}\right) G^{-1}\left(\overline{\boldsymbol{x}}-\overline{\boldsymbol{x}}^{(0)}\right)+\bar{J} \cdot \overline{\boldsymbol{x}}\right) \\
& =\left(\frac{2 \pi}{\sigma}\right)^{N / 2}(\operatorname{det} G)^{1 / 2} \exp \left(\frac{\bar{J} G \bar{J}}{2 \sigma}+\bar{J} \cdot \overline{\boldsymbol{x}}^{(0)}\right) \tag{65}
\end{align*}
$$

Here $\mathcal{D} x=\prod_{i=1}^{N} \mathrm{~d} x_{i} \Gamma \bar{J} \cdot \bar{x}=\sum_{i=1}^{N} J_{i} x_{i}$ and $\bar{x} G^{-1} \bar{x}=\sum_{i, j=1}^{N} x_{i} G_{i j}^{-1} x_{j}$ Гand $N$ is the space dimension. Furthermore $\Gamma$ the parameter $\sigma$ was introduced for future convenience. This section is dedicated to the generalization of the Gaussian integral (65) based on Tsallis statistical weight[35].

As it was emphasized bellow Eq. (7) $\Gamma[1+(1-q) x]^{1 /(1-q)}$ is a natural generalization of the exponential function in the present context. Thus T the function

$$
\begin{equation*}
f_{q}^{(1)}(G, x)=\left[1-\frac{(1-q)}{2 G}\left(x-x^{(0)}\right)^{2}\right]^{1 /(1-q)} \tag{66}
\end{equation*}
$$

can be called $q$-GaussianTbecause it is reduced to $\exp \left(-\left(x-x^{(0)}\right)^{2} /(2 G)\right)$ in the limit $q \rightarrow 1$. In this way the $N$-dimensional $q$-Gaussian becomes

$$
\begin{equation*}
f_{q}^{(N)}(G, \bar{x})=\left[1-\frac{1-q}{2}\left(\bar{x}-\bar{x}^{(0)}\right) G^{-1}\left(\bar{x}-\bar{x}^{(0)}\right)\right]^{1 /(1-q)} \tag{67}
\end{equation*}
$$

By using $f_{q}^{(N)}$ Tit is possible to generalize the generating function (65) in the following way

$$
\begin{equation*}
\mathcal{Z}_{q, \alpha}\left(G, \bar{J}, \bar{x}^{(0)}\right) \equiv \int \mathcal{D} x\left(f_{q}^{(N)}(G, \bar{x})\right)^{\alpha} \exp (\bar{J} \cdot \bar{x}) \tag{68}
\end{equation*}
$$

since

$$
\begin{equation*}
P_{q, \alpha}\left(x_{j_{1}} x_{j_{2}} \ldots x_{j_{s}}\right) \equiv \int \mathcal{D} x x_{j_{1}} x_{j_{2}} \ldots x_{j_{s}}\left(f_{q}^{(N)}(G, \bar{x})\right)^{\alpha}=\left.\frac{\partial^{s} \mathcal{Z}_{q, \alpha}\left(G, \bar{J}, \bar{x}^{(0)}\right)}{\partial J_{j_{1}} \partial J_{j_{2}} \ldots \partial J_{j_{s}}}\right|_{\bar{J}=0} \tag{69}
\end{equation*}
$$

The parameter $\alpha$ was introduced because $\alpha \neq 1$ occurs in several situations $\Gamma$ for instance $\Gamma$ when it is necessary to calculate $\langle A\rangle_{q}=\operatorname{Tr} \hat{\rho}^{q} \hat{A}$ in classical systems as the ideal gas.

In general $\Gamma$ the integral (69) is divergent for $q \geq 1+2 \alpha /(N+s)$. In fact $\Gamma$ since $\mathcal{D} x \propto|\bar{x}|^{N-1} \mathrm{~d}|\bar{x}|$ and $\left(f_{q}^{(N)}\right)^{\alpha} \propto|\bar{x}|^{2 \alpha /(1-q)}$ for large $|\bar{x}|$ in the representative case $G_{i j}^{-1} \propto \delta_{i j} \Gamma$ Eq. (69) contains an integral proportional to $\int \mathrm{d}|\bar{x}||\bar{x}|^{N-1+s-2 \alpha /(q-1)}$ for a sufficiently large $|\bar{x}|$. On the other hand f following the general discussion presented in Sec. IIT $f_{q}^{(N)}$ contains a cut off for $q<1$. Consequently C the integral on the left side of Eq. (69) is convergent for arbitrary $N$ when $q<1$. The present discussion is restrict to the convergent case $\bar{i}$ i.e. $\Gamma$ the $q<1$ one.

Employing the Lenzi representation (see Eq. (13)) with $a=1 \Gamma b=1-(1-q)\left(\bar{x}-\bar{x}^{(0)}\right) G^{-1}\left(\bar{x}-\bar{x}^{(0)}\right) / 2$ and $z=\alpha /(1-q)+1$ in Eq. (67) Гit follows that

$$
\begin{equation*}
\left(f_{q}^{(N)}(G, \bar{x})\right)^{\alpha}=\int_{-\infty}^{\infty} \mathrm{d} t K_{q}^{(3)}(t) \exp \left(-\frac{\sigma}{2}\left(\bar{x}-\bar{x}^{(0)}\right) G^{-1}\left(\bar{x}-\bar{x}^{(0)}\right)\right) \tag{70}
\end{equation*}
$$

with

$$
\begin{equation*}
K_{q}^{(3)}(t)=\frac{\Gamma(\alpha /(1-q)+1) \exp (1+i t)}{2 \pi(1+i t)^{\alpha /(1-q)+1}} \tag{71}
\end{equation*}
$$

and $\sigma=(1-q)(1+i t)$. Thus Eq. (68) becomes

$$
\begin{equation*}
\mathcal{Z}_{q, \alpha}\left(G, \bar{J}, \bar{x}^{(0)}\right)=\int_{-\infty}^{\infty} \mathrm{d} t K_{q}^{(3)}(t) \mathcal{Z}_{1, \sigma}\left(\bar{J}, \bar{x}^{(0)}\right) \tag{72}
\end{equation*}
$$

The final expression for the generating function can be obtained by expanding the last exponential in power series and by using Eq. (13) again with $a=b=1$ to calculate each term of the integral. This calculation leads to

$$
\begin{align*}
\mathcal{Z}_{q, \alpha}\left(G, \bar{J}, \overline{\boldsymbol{x}}^{(0)}\right) & =\mathcal{Z}_{q, \alpha}(G, 0,0) \exp \left(\bar{J} \cdot \overline{\boldsymbol{x}}^{(0)}\right) \sum_{n=0}^{\infty} \frac{\Gamma(\alpha /(1-q)+1+N / 2)}{n!\Gamma(\alpha /(1-q)+1+N / 2+n)}\left(\frac{\bar{J} G \bar{J}}{2(1-q)}\right)^{n} \\
& =\mathcal{Z}_{q, \alpha}(G, 0,0) \exp \left(\bar{J} \cdot \overline{\boldsymbol{x}}^{(0)}\right) \Gamma(\mu+1)\left(\frac{\bar{J} G \bar{J}}{2(1-q)}\right)^{-\mu / 2} I_{\mu}\left(\left(\frac{2 \bar{J} G \bar{J}}{1-q}\right)^{1 / 2}\right) \tag{73}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{Z}_{q, \alpha}(G, 0,0)=\left(\frac{2 \pi}{1-q}\right)^{N / 2} \frac{\Gamma(\alpha /(1-q)+1)}{\Gamma(\alpha /(1-q)+1+N / 2)}(\operatorname{det} G)^{1 / 2} \tag{74}
\end{equation*}
$$

$I_{\mu}(x)=\sum_{n=0}^{\infty}(x / 2)^{2 n+\mu} /[n!\Gamma(n+1+\mu)]$ is the modified Bessel function of first kind $\Gamma$ and $\mu=\alpha /(1-q)+N / 2$. Finally $\Gamma$ by taking derivatives of $\mathcal{Z}_{q, \alpha}\left(\bar{J}, \bar{x}^{(0)}\right)$ Гall $P_{q, \alpha}\left(x_{j_{1}} x_{j_{2}} \ldots x_{j_{s}}\right)$ can be obtained $\Gamma$ for example $\Gamma$

$$
\begin{align*}
P_{q, \alpha}(1) & =\mathcal{Z}_{q, \alpha}(G, 0,0) \\
P_{q, \alpha}\left(x_{j_{1}}\right) & =\mathcal{Z}_{q, \alpha}(G, 0,0) x_{j_{1}}^{(0)} \\
P_{q, \alpha}\left(x_{j_{1}} x_{j_{2}}\right) & =\mathcal{Z}_{q, \alpha}(G, 0,0)\left(x_{j_{1}}^{(0)} x_{j_{2}}^{(0)}+\frac{G_{j_{1} j_{2}}}{\alpha+(1-q)(N / 2+1)}\right) \tag{75}
\end{align*}
$$

A similar procedure can be employed when $1<q<1+2 \alpha /(N+\alpha)$ Tbut it is necessary to replace consistently the Lenzi representation with the Hilhorst one.

A correlation function of the product $x_{j_{1}} x_{j_{2}} \ldots x_{j_{s}} \Gamma\left\langle x_{j_{1}} x_{j_{2}} \ldots x_{j_{s}}\right\rangle_{q, \alpha}$ can be defined in terms of the above results by taking the relation

$$
\begin{equation*}
\left\langle x_{j_{1}} x_{j_{2}} \ldots x_{j_{s}}\right\rangle_{q, \alpha} \equiv P_{q, \alpha}\left(x_{j_{1}} x_{j_{2}} \ldots x_{j_{s}}\right) / P_{q, \alpha}(1) \tag{76}
\end{equation*}
$$

From this definition with $\bar{x}^{(0)}=0$ it follows the relation between $\left\langle x_{j_{1}} x_{j_{2}} \ldots x_{j_{2 n}}\right\rangle_{q, \alpha}$ and $\left\langle x_{j_{1}} x_{j_{2}}\right\rangle_{q_{, \alpha}}=G_{j_{1} j_{2}} /[\alpha+$ $(1-q)(N / 2+1)]$ Twhere $n$ is an integer greater than one. A direct calculation leads to

$$
\begin{equation*}
\left\langle x_{j_{1}} x_{j_{2}} \ldots x_{j_{2 n}}\right\rangle_{q, \alpha}=\prod_{k=1}^{n} \frac{\alpha+(1-q)(N / 2+1)}{\alpha+(1-q)(N / 2+k)} \sum_{\text {perm }}\left\langle x_{j_{P_{1}}} x_{j_{P_{2}}}\right\rangle_{q, \alpha} \ldots\left\langle x_{j_{P_{2 n-1}}} x_{j_{P_{2 n}}}\right\rangle_{q, \alpha} \tag{77}
\end{equation*}
$$

where $P_{k}$ represents a permutation and $\sum_{\text {perm }}$ indicates a sum over all permutations without repeating $\left\langle x_{j_{P_{1}}} x_{j_{P_{2}}}\right\rangle_{q, \alpha}$ Tsince $\left\langle x_{j_{P_{k}}} x_{j_{P_{n}}}\right\rangle_{q, \alpha}=\left\langle x_{j_{P_{n}}} x_{j_{P_{k}}}\right\rangle_{q, \alpha}$. The above result resembles the Wick's theorem (seeГfor instance $\Gamma$ Ref. [36]) Г and in particular the usual Wick's theorem is recovered in the limit $q \rightarrow 1$ and $N \rightarrow \infty$. For the general case「Eq. (77) formally differs from the usual one by a factor that decreases when $n$ increases. Moreover「this difference from one increases when $q$ decreases and $N$ increases. In conclusionT Eq. (77) is a generalization of Wick's theorem based on $f_{q}^{(N)}$ for discrete systems.

Applications of the $N$-dimensional non-Gaussian integration are useful in several contexts. For instance $\Gamma$ in the study of the Tsallis statistical mechanics of the classical ideal gas by using the unnormalized formulation[37] or the normalized one[38] Tbecause the partition function is proportional to $\mathcal{Z}_{q, 1}(m \mathbf{1}, 0,0)$ (see Eq. (68)) with $\bar{x}=\left(\bar{p}_{1}, \bar{p}_{2}, \ldots\right) \Gamma$ where $\bar{p}_{i}$ is the momentum of the $i$-th particle. A second example is related with the variational methods $\Gamma$ in this case $f_{q}^{N}$ is the trial function. For example $\Gamma$ the ap-
plication of this trial function to study the equation $E \phi=\left(-\hbar^{2} /(2 m) \partial^{2} / \partial x^{2}+\lambda x^{4}\right) \phi$ leads to a very good approximation of the ground state energy[35].

## VIII Discussions and conclusions

A detailed discussion about generalized Green functions was presented. The integral representations were important tools in this discussion $\Gamma$ because they can be used to connect the usual case $\Gamma q=1 \Gamma$ and the generalized one $\Gamma q \neq 1$. This fact indicates that integral representations can be employed as guide to generalize and calculate many quantities related with the formal structure of the nonextensive Tsallis statistical mechanics. The generalized Gaussian integrals are other typical examples of this formal structure.

Since the usual Green functions and path integral are important tools in the study of extensive systems $\Gamma$ it is expected that the generalized Green functions and path integral formulation of nonextensive Tsallis statistical mechanics become useful in the discussion
of nonextensive systems. In general $\begin{aligned} & \text { the calculations }\end{aligned}$ based on generalized Green functions and path integral are more elaborated than the corresponding case with $q=1$. FurthermoreTthe analysis is more difficult to be performed in the case of the normalized nonextensive Tsallis statistical mechanics than in the unnormalized onerbecause coupled equations must be solved. In particular $\Gamma$ generalized Green functions and path integral are not employed yet to analyze many-body systems other than the quantum ideal gas.

The generalized Gaussian integral presented in Sec. VII can be used in several contexts. Obvious applications of these integrals come from nonextensive Tsallis statistical mechanics of the classical ideal gas and of a set of harmonic oscillators. Of course perturbations of these systems can be analyzed too. Other applications can be based on situations where deviations from the Gaussian behavior is expected. A typical example is the ground state of anharmonic oscillators.
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