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It is sometimes convenient to emphasize the local aspects of a part of a crystalline system,
and use the corresponding localized states to build a basis of the states of the whole system.
In many cases it is only a subspace of these local states that is relevant, and the Hubbard
operators provide a fairly simple way to write the corresponding projected Hamiltonian.
Two examples of this type of treatment are presented in this work. The �rst is a Co2+

impurity in a MgO crystal interacting through a Jahn-Teller term with the crystal phonons,
and it is shown how this interaction a�ects the electronic Raman scattering. The second
is the Anderson lattice when the local electrons have an in�nite Coulomb repulsion, and
a diagrammatic expansion with cumulants is discussed. We propose a method to obtain
approximate Green's functions for the Anderson lattice that employs the exact solutions of
an atomic problem, and the corresponding spectral density of the local electrons is calculated

I. Introduction

In the study of solid state systems, it is sometimes

interesting to focus on the local states of the ions placed

at the di�erent sites of the crystal, either because they

can be considered as the building blocks of the system,

like in the tight binding method, or else because one is

interested in the properties of a particular ion immersed

in the solid, like in the study of the paramagnetic res-

onance, or in the Raman scattering of impurities. An

example of each of these two situations will be presented

by considering the two following systems: a Co2+ im-

purity in a MgO crystal[1] and the Anderson lattice

with an in�nite repulsion between the local electrons[2]

(this corresponds to U ! 1 for the model parameter

U ).

The space of the local or ionic states, associated to

a given site, usually contains many states that are of

little interest, generally because their occupation can

be neglected at fairly low temperatures or frequencies

when they are too far apart in energy from the ground

state. It is then useful to eliminate these states from the

model of the system, and the Hubbard operators[3, 4]

are very convenient for that purpose. We shall con-

sider in turn the two problems mentioned above, and

show how the Hubbard operators are used in those two

typical cases.

In the case of a Co2+ impurity in MgO we de�ne

the Hubbard operators associated to the impurity site,

and use them to write the projection of the Hamilto-

nian of a Co2+ ion, that is within a cubic �eld, into

a subspace of the lowest energy states. The electronic

Raman scattering of a Co2+impurity in aMgO crystal,

when the phonons interact with the Co2+ by means of a

Jahn Teller term, is then expressed by employing time

dependent averages of Hubbard operators[5, 6]. These

averages are obtained by decoupling the equations of

motion of double time Green's functions (GF)[7], and

the resulting theoretical results of the Raman scattering

are compared with the experimental values[5].

For the Anderson lattice it is necessary to de�ne

Hubbard operators at all the sites of the crystal. The

corresponding Hamiltonian describes a whole lattice

of Anderson ions plus a band of uncorrelated elec-
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trons, both connected by an hybridization interaction.

Each Anderson ion can have a maximum of two elec-

trons, that have a Coulomb repulsion U when both

are present, and each ion is described by four local

states. The state with double occupation is empty when

U !1 and can be neglected, and one can use again the

Hubbard operators to project out this state, but it is

�rst necessary to extend their de�nition to many sites.

The expansions employed with the usual Fermi or Bose

operators are not valid for these operators, and Hub-

bard introduced for his model of correlated electrons [8]

a diagrammatic expansion with cumulants [9] which

uses the electron hopping as a perturbation, and be-

comes the usual expansion when U = 0. In the present

work we shall employ an extension of Hubbard's cumu-

lant expansion that is valid for the Anderson lattice [2]

and uses the hybridization as perturbation.

When one considers an hypercubic lattice in in�nite

dimensions, the cumulant expansion gives the exact GF

in terms of an unknown e�ective cumulant. We pro-

pose an approximation that uses this expression for a

lattice of �nite dimensions, and approximates the e�ec-

tive cumulant by employing the known exact solution

of the Anderson lattice in the atomic limit, i.e. when

the band of uncorrelated electrons has zero width. The

spectral density obtained in this approximation is plot-

ted for some typical values of the system parameters,

and shows a structure close to the chemical potential

�, that a�ects the physical properties at low temper-

atures and is absent from the GF derived with other

approximations[2].

The conclusions are then presented, and the advan-

tages and problems of the Hubbard operators are dis-

cussed.

II. The ionic problem and the Hubbard opera-

tors

To motivate the use of the Hubbard operators we

shall consider the lowest energy levels of a Co2+ im-

purity in a MgO crystal. The ground con�guration of

the free Co2+ is (3d)7, and a basis of the corresponding

states could be constructed in Fock space by employ-

ing the usual Fermi creation operators. There are 120

states allowed by the exclusion principle[10], and they

would be all degenerate if only the electron-nucleus in-

teraction was considered. The Coulomb repulsion intro-

duces a very strong correlation between the electrons,

and separates the states into eight spectral terms with

di�erent energies, with a 4F ground term which is 28

times degenerate. The cubic crystal �eld splits 4F into

three spin quadruplets with cubic symmetries T1g, T2g
and A2g, and also mixes the T1g with the excited 4P

term[1]. The resultant T1g is the lowest term, and it is

further split by the spin orbit interaction into doublets

�6 and �7 and two quadruplets �8. These levels are

shown in Fig. 1, and all the corresponding states are

linear combinations of several Slater determinants. To

obtain these states in Fock space it would be necessary

to apply rather complicated polynomials of the usual

Fermi creation operators to the vacuum, and trying to

use many body techniques with the usual creation or de-

struction operators of the ten possible 3d states would

then require the use of the whole space of the (3d)7

con�guration. The Hubbard operators make it possible

to use an arbitrary subspace, e.g. all the states of the

ground T1g term, and the rather complicated electronic

correlations of these states would then remain hidden

in the properties of these operators. To de�ne them in

a general way, consider a subspace En of the states of

the system that is spanned by the n orthogonal states

fjaig that are relevant to a particular problem, where

a = 1; 2; : : : ; n. We de�ne the n2 Hubbard operators

Xa;b = jai hbj (1)

that transform the state jbi into the state jai, i.e.

Xa;b jbi = jai. In the case of the Co2+ impurity we

chose the twelve energy eigenstates of the ground T1g

term, and we can then write the corresponding Hamil-

tonian as

HCo =
X
a

Ea Xa;a ; (2)

where the subindexes a identify the twelve states of

the �6, �7 and two �8 levels shown in Fig. 1. These

are the states most relevant to the interaction between

the Co2+ impurity and theMgO phonons because they

have comparable energies, and Eq. (2) will be a part of

the total Hamiltonian that is used in the next section

to discuss that problem.

The Hubbard operators do not satisfy the usual

commutation or anticommutation relations obeyed by

the Fermi or Bose operators, and the best alternative

is to use the rules of product:

Xa;b Xc;d = �b;c Xa;d : (3)

These rules are su�cient to study the properties of the

Xa;b.
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Figure 1. Energy levels of the ground 4F term of a Co2+

split by a cubic �eld and by the spin orbit interaction. The
levels are labeled by their symmetry properties.

A. Electronic Raman scattering from Co2+ :

MgO

The Hamiltonianof a Co2+ impurity in aMgO crys-

tal, in the presence of the crystal phonons and of a

Jahn-Teller interaction between the two systems is, in

the absence of radiation,

H = HCo +Hph +HJT ; (4)

where Hph is the Hamiltonian of the phonons, HCo is

that of the Co2+ impurity, and the Jahn-Teller interac-

tion is approximately given by

HJT = VE
�
� � Q� + � " Q"

�
+ : : : : (5)

In this equation, VE is a coupling constant, Q� and Q"

are the normal modes of vibration � and " of the com-

plex formed by the Co2+ and the six nearest neighbor

Oxygen ions[11], and � � and � " are the corresponding

electronic operators [1, 12], all of them associated to the

irreducible representation Eg of the cubic group. For

simplicity, the part of the interaction corresponding to

the symmetric irreducible representations A1g and T2g

have been left out from Eq. (5). The HCo is given

in Eq. (2) using the Xa;a projection operators, and

Hph can be expressed in terms of the phonon creation

(ayqs) and destruction (aqs) operators of wave vector q

and polarization s. In the HJT we can express the � �

and � " using Hubbard operators[5], and expand the Q�

and Q" using the ayqs and aqs[1], so that the Hamil-

tonian in Eq. (4) is then written as a function of the

Xa;b, a
y
qs and aqs operators.

To calculate the electronic Raman scattering from

the Co2+ impurity in MgO one can not start from the

projected Hamiltonian in Eq. (5), because the photons

have much larger energies than the splitting between

the levels of the ground term T1g, and their main in-

teraction is with higher excited states. It is possible to

show that the intensity I (!) of the electronic Raman

scattering is approximately given[5, 6] by the following

expression

c

I (!) =
X
a;b

X
c;d

("0 �Ra;b � ") (" �Rc;d � "0)
Z 1

�1

hXa;b (t) Xd;ci exp (�i!t) dt (6)

d
where ! is the frequency of the scattered photon mi-

nus that of the incident one, which have polarizations "

and "0 respectively. The indices a and b correspond to

the twelve states of the ground T1g term of Co2+, and

the corresponding Raman tensors Ra;b originate in a

sum over excited states of frequency dependent terms,

the Xa;b (t) is the Xa;b in the Heisenberg representa-

tion of the system without radiation, and hAi is the

statistical average of the operator A in the same sys-

tem. All the in
uence of the intermediate states in the

time dependent perturbation calculation that gives Eq.

(6) appears in the tensors Ra;b and Rc;d, so that in this
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approximate formula we have been able to separate the

e�ects of radiation from the e�ects of the interaction

between the Co2+and the crystal phonons. To calcu-

late hXa;b (t) Xd;ci it is then su�cient to consider only

the subspace of states of the ground term T1g and their

interaction with the phonons, described by Eq. (4).

To obtain the hXa;b (t) Xd;ci, we have used the

double-time GF[7], following closely the method em-

ployed in similar calculations[6, 13]. A closed system

was obtained by decoupling the equations of motion and

neglecting some of the higher order contributions[5],

and the resulting equations were solved for the GF as-

sociated to the averages required.

Figure 2. One-phonon density of states in the MgO: (a)
The curves computed by Peckham [14]; (b) the approxima-
tion used, where the dotted lines represent the acustic and
optical phonon contributions.

The expression of I (!) obtained by employing these

correlation functions was calculated using an analytical

density of phonons given by the sum of two continu-

ous curves, which approximates the theoretical curves

obtained by Peckham[14] as shown in Fig. 2. These

values of I (!) were compared[5] with the experimental

results of Guha[15], as shown in Fig. 3 for a partic-

ular con�guration of the experiment. The di�erences

between the two curves are attributed to the contribu-

tion of the one and two-phonon scattering, although it

is di�cult to separate the two contributions when the

transition energies are close, as it is in the present case.

The electronic spectra would be given by sharp lines in

the absence of the phonon interaction, and the present

treatment gives them a shape that is rather more com-

plex than a sum of Lorentzians.

We can conclude that the use of the Hubbard op-

erators makes possible to solve this problem by using

many body techniques in a small subspace of the (3d)7

con�guration.

Figure 3. Raman spectra of the MgO : Co2+ in the Eg con-
�guration: (a) Electronic contribution as calculated by the
present theory; (b) experimental curve obtained by Guha
[15] at 18K.

III. The Hubbard operators for a lattice

In the previous section the Hubbard operators for

the local states were considered at a single site, but the

de�nition of Eq. (1) must be extended when it is neces-

sary to consider several sites. Assume that there are n
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orthogonal states fjj; aiglocalized at each site j of the

lattice, where j = 1; 2; : : : ; Ns . These states span a

space Ej;n at each site j, and it is natural to de�ne the

n2 Hubbard operators associated to each j:

Xj;a;b = jj; ai hj; bj : (7)

The product rules for two operators at the same site

are the same given in Eq. (3),

Xj;ab Xj;cd = �b;c Xj;ad : (8)

but one has more freedom to de�ne the operation when

they are at di�erent sites. The trivial assumption would

be to assume that the operators commute, and this

would not give any problem if all the states had the

same number of electrons[13]. When it is necessary to

consider states jai and jbi di�ering by an odd number

of electrons, it would be rather awkward to adjust the

phases of the coe�cients so the projected Hamiltonian

would correspond to the original model. To avoid this

problem, it is then convenient to chose properties as

close as possible to those of the usual Fermi or Bose op-

erators. We then say that Xj;ab is of the \Fermi type"

(\Bose type") when the number of electrons in the two

states j j; ai and j j; bi di�er by an odd (even) number

and, for j 6= j0, use fXj;ab Xj0;cdg = 0 when the two

operators are of the \Fermi type" and [Xj;ab Xj0;cd] = 0

otherwise.

A. The Anderson lattice for U !1

The Anderson lattice gives a schematic description

of very important systems with strongly correlated elec-

trons, and there are several reviews devoted to this and

closely related problems [16, 17].The Anderson lattice

with �nite U is described by the Hamiltonian

c

H =
X
k;�

Ek;� Cy
k;�

Ck;� +
X
j�

Ej;� fyj�fj� +
X
j

U fyj�fj�f
y

j�fj� +

X
jk�

�
V
j;k;� fyj�Ck� +H:C:

�
; (9)

d
where Cy

k�
(Ck�) is the usual creation (destruction)

operator of conduction band electrons with wavevector

k and spin component �~=2, the fyj� (fj�) are those

corresponding to the local (f) electrons at site j , and

V
j;k;� = V (k) exp

�
ik:Rj

�
: (10)

At each site j, the state space of the f-electrons is

spanned by four states: the vacuum state j j; 0i; the
two statesj j; �i of one f-electron with spin component

�~=2 and the state j j; di with two electrons of oppo-

site spin. In the limit of in�nite electronic repulsion

(U ! 1) the state j j; di is empty, and one can con-

sider a reduced space of states by projecting j j; di out.
To make the connection with the Hubbard operators

one could substitute

fj� = Xj;0� + �Xj;�d (11)

into Eq. (9), where the factor � = �1 is necessary to

obtain the correct phase of the states. Eliminating the

Xj;�d and Xj;dd one obtains the projection of H into

the reduced space:

c

Hr =
X
k;�

Ek;� Cy
k;�

Ck;� +
X
j;�

Ej;� Xj;�� +

X
j;k;�

�
V
j;k;� Xy

j;0� Ck;� + V �
j;k;� Cy

k;�
Xj;0�

�
: (12)



M. E. Foglio 649

B. The cumulant expansion

Several methods that employ Hubbard operators

have been used to study strongly correlated systems.

The decoupling of the equation of motion has been ex-

tensively used[8, 18, 19, 20] to study both the Hub-

bard model and the Anderson lattice. Within pertur-

bation theory, a diagrammatic expansion around the

atomic limit has been developed in a series of papers by

Keiter, Kimball and Grewe[21, 22, 23] (KKG), and has

been fairly successful to treat the Anderson impurity

employing the non-crossing approximation[24, 25, 26].

This method is able to interpret all the terms in the ex-

pansion as elementary excitation processes, but in the

Anderson lattice it has an excluded volume problem

that is very hard to treat rigorously[27] and sacri�ces

the linked cluster expansion[22].

The cumulant expansion has been employed by sev-

eral authors to study the Ising and the Heisenberg mod-

els [28], while Hubbard[9] extended the method to a

quantum problem with fermions. In this technique

the cumulant averages[29] are used to rearrange the

usual perturbative expansion[9], and it is possible to

derive a diagrammatic expansion involving unrestricted

lattice sums of connected diagrams, that satis�es a

linked cluster theorem. This technique was extended

to the Anderson lattice[2], and a brief description of

the method is given here. This treatment employs the

Grand Canonical Ensemble of electrons, and it is con-

venient to introduce

H = H��
8<
:
X
~k;�

Cy
k;�

Ck;� +
X
ja

�aXj;aa

9=
; ; (13)

where � is the chemical potential and �a is the num-

ber of electrons in the state jj; ai. The last term in

Eq. (12) will be considered as the perturbation, and

the exact and unperturbed averages of any operator A

are respectively denoted by < A >H and < A >. It is

also convenient to introduce

"j;a = Ej;a � ��a (14)

and

"k� = Ek� � � ; (15)

because the energies Ej;a of all ionic states j a > and

the energies Ek;� of the conduction electrons appear

only in that form in all the calculations.

The Matsubara expansion is employed, so that � is

the imaginary time in the GFs

�� bXj;�(� ) bXj0;�0

�
+

�
H

that are considered here, and

bXj;�(� ) = exp (�H)Xj;� exp (��H) : (16)

The subindex + in the de�nition of the GF indicates

that the operators inside the parenthesis are taken in

the order of increasing � to the left, with a change of

sign when the two Fermi-type operators have to be ex-

changed to obtain this ordering.

In Fig. 4 some of the in�nite diagrams that con-

tribute to

�� bXj;�(� ) bXj0;�0

�
+

�
H

are shown, and the

full circles (f-vertices) correspond to the cumulants of

the f-electrons. Each line reaching a vertex is associ-

ated to one of the X operators of the cumulant, and

the free lines (i.e. those that do not join an empty cir-

cle) correspond to the external X operators appearing

in the exact GF. An explicit de�nition of the cumu-

lants can be found in the references [2, 9, 30],and they

can be calculated by employing a generalized Wick's

theorem[30, 31, 32].

Figure 4. Typical cumulant diagrams for one-particle GF
(a) The diagrams of the chain approximation (CHA) for
the f-electron, represented by the �lled square to the right,
(b) As (a) but for the c-electrons , represented by an empty
square. (c) A more complicated diagram, with cumulants
of fourth and sixth order.

The �rst diagram in Fig.4a corresponds to the

simplest free propagator
D
(Xj;�(� ) Xj0;�0)

+

E
, and

the second diagram in that �gure has an empty
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circle (c-vertex) that corresponds to the conduc-

tion electron cumulant, equal to the free propagator��
Ck�(� ) C

y
k�

�
+

�
. The interaction is represented by

the lines (edges) joining two vertices and, because of

the structure of the hybridization, they always join a c-

vertex to an f-vertex; the number of edges in a diagram

gives its order in the perturbation expansion.

Cumulants containing statistically independent op-

erators are zero, and those appearing in the present

formalism(with the hybridization as perturbation) van-

ish unless they contain only X operators at the same

site or only C or Cy operators with the same k and

�. The only non-zero c-cumulants are of second order,

because the uncorrelated c-operators satisfy Wick's the-

orem. On the other hand, the f-vertices can have many

legs, all corresponding to X operators at the same site,

like the fourth and sixth order cumulants appearing in

the rather more complicated diagram shown in Fig. 4c.

All the in�nite diagrams that contribute to the GF

with cumulants of at most second order are shown in

Fig. 4a, and this family is the \chain approximation"

(CHA), which gives the exact solution of Eq. (9) when

there is no Coulomb correlation (U = 0)[2]. When the

spin is eliminated from the problem, the Hamiltonian

of equation (12) corresponds to a system of two hy-

bridized bands without any Coulomb repulsion (there

can be only one or zero f-electrons at each site), and

the CHA is again an exact solution. The diagrams of

the c-electron propagator in the same approximation

are shown in Fig.4b.

In the Feynmann perturbation expansion, Wick's

theorem is valid and only second order propagators

appear, while the interactions are provided by the

Coulomb interaction. In the present treatment, the U

disappears in the limitU !1 (or is included in the un-

perturbed Hamiltonian when U is �nite), and the cor-

relations appear through the non-zero cumulants of X

operators with order greater than fourth, which include

propagators of two or more particles. In the Feynmann

expansion of the one particle GF, the two particle GF

appear in the self-energy, which contains all the corre-

lations.

C. The spectral density of the GF and the oc-

cupation numbers

The two one-particle GFs of interest in the Ander-

son lattice with U !1 areD
(Xj;0�(� ) Xj;�0)+

E
(17)

which are de�ned in the interval 0 � � � � � 1=T . It

is possible to associate a Fourier series to these GFs be-

cause of its boundary condition in this variable[2], and

the coe�cients correspond to the Matsubara frequen-

cies !� = ��=� (where � are all the positive and nega-

tive odd integer numbers). One can also transform the

GF to reciprocal space[2] and, because of the invariance

against time and lattice translations, they are propor-

tional to quantities G�(k; !�). Considering that these

coe�cients are the values of a function of the complex

variable z = !+ iy at the points z� = i!� it is possible,

in the usual way[33], to make the analytic continuation

to the upper and lower half-planes of z, obtaining a

function G�(k; z) which is minus the Fourier transform

of the double time GFs[7]. If we assume the system to

be uniform, the occupation of the local state hXj;��i =
nj;� does not depend on j, and it is given by

n� =

Z 1

�1

�0�(!) fT (!) d! ; (18)

where

fT (z) = f1 + exp (� z)g�1 (19)

is the Fermi function and

�0�(!) =
1

�
lim
�!0

Im

8<
: 1

Ns

X
k

G�(k; ! + i j�j)
9=
; (20)

is the spectral density associated to the transition

(0; �). With the same �0�(!) it is also possible to ob-

tain the occupation n0 of the empty state j 0i:

n0 =

Z 1

�1

�0�(!) (1� fT (!)) d! : (21)

The GF is given in the CHA by

G�(k; z) = � D0
�(z � "k�)

(z � "1(k))(z � "2(k))
; (22)

where the energies "1(k) and "2(k) are those of the two

elementary excitations with wave vector k, resulting
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from the hybridization of a band "k� and a dispersion-

less band of energy "f = Ej� � �, with a reduced hy-

bridization constant
p
D�V (k). They are given by the

two roots of (z � "f )(z � "k�)�D� jV (k)j2 = 0, where

D� = hX00 +X��i : (23)

Figure 5. The spectral density of the f-electrons for a sys-
tem with the following parameters: Ej;� = Ef = �0:5,
� = 0:, T = 0:001, a local hybridization V = 0:3 and an
unperturbed band of electrons with a rectangular density of
states of width � and centered at the origin, all in the same
energy units. (a)The dotted curve shows the values obtained
with the CHA. (b) The dashed curve gives the values ob-
tained with the \multiple loop approximation" (MLA), that
corresponds to the family of diagrams shown in Fig. 6. No
structure is observed close to ! = 0:, where the Kondo peak
should be present.

The spectral density �0�(!) is plotted in Fig. 5 as

the dotted curve, assuming the following system's pa-

rameters: Ej;� = Ef = �0:5, � = 0:, T = 0:001, a

local hybridization V = 0:3 and a density of states of

the unperturbed band electrons given by a rectangular

band of width � centered at the origin, all in the same

energy units. The spectral density for the unperturbed

f-electrons is a � located at "f = �0:5, and in the CHA

it becomes a band with a gap roughly proportional to

the reduced hybridization constant
p
D�V and centered

at "f : For these parameters the system is in the \Kondo

region", in which the local state should have nearly

the maximum occupation compatible with the param-

agnetic state, viz. n� = 0:5. A narrow temperature de-

pendent peak, the \Kondo peak", should then appear

very close to the chemical potential, i.e. close to ! = 0.

This missing peak is responsible for many properties of

the \heavy fermions"[16], and it is closely related to the

minimum in the temperature dependence of resistivity

observed in many metals with magnetic impurities. To

explain this property is essential to consider spin 
ip

processes[34] which are absent from the CHA because

diagrams with only second order cumulants do not in-

clude spin 
ips. The absence of the Kondo peak from

the spectral density obtained with the CHA is there-

fore not surprising, and an attempt to obtain that peak

was made by considering diagrams that contain in�nite

fourth order cumulants[2, 35]. The family of diagrams

that was considered is shown in Fig. 6c, but the result

was again unsuccessful, as shown by the dashed line in

Fig. 5, which is the plot of the spectral density obtained

by this approximation for the same parameters used to

calculate the dotted line. Two sharp peaks appear in-

side the gap in this approximation, but they are not

related to the Kondo peak, which should appear close

to ! = 0. A more complex family of diagrams[30, 35],

related to the of the �-derivable approximation[28] and

to the \conserving approximations" of Kadano� and

Baym[36], was also attempted, but again without suc-

cess.

Figure 6. The Multiple Loop Approximation (MLA). (a)
The family of diagrams with only one fourth order cumu-
lant. (b) Diagrams with in�nite fourth order cumulants. (c)
The diagrams that give the MLA correction to the GF in
the CHA. They should be added to the diagrams in Fig.
4a.

A di�erent type of attempt, that was partially suc-

cessful is discussed in the next section.
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IV. The exact atomic solution as a starting point

The exact solution of the local problem has been

already used in di�erent ways to study the Anderson

lattice. The limit U ! 1 was studied in the inter-

mediate valence case[37] by considering only the lowest

four eigenstates of the local Hamiltonian. These were

expressed in terms of two pairs of fermi creation and

destruction operators, one for each spin, and the result-

ing total Hamiltonian showed the electronic correlation

through two terms: a Hubbard like interaction and a

correlated hopping between sites, which contained four

and six fermi operators. The system was then stud-

ied by a Hartree Fock decoupling, and the magnetic

susceptibility and instabilities were discussed employ-

ing the resulting self-consistent Hamiltonian [38]. A

similar treatment was employed when the two active

con�gurations are magnetic[39], and it was found that

only magnetic states are present at T=0. Consider-

ing only the atomic limit, viz. taking Ek;� = E0,

Alascio et.al.[40, 41] studied the model for the whole

range of parameters, showing that \most of the essen-

tial characteristics" of these systems \are present in this

crudely simpli�ed Hamiltonian". Sim~oes et.al.[42] em-

ployed the atomic limit together with a diagrammatic

method[43], that is essentially equivalent to our CHA,

considering both the hoping and the hybridization as

perturbations. An important improvement of the tech-

nique was to apply the same diagrammatic expansion to

the exact solution of the atomic limit[44, 45], employing

only the hopping as perturbation, and this technique

has also been applied to study the problem with �nite

U .[46, 47]. The approximation proposed here uses an

expression for the GF that is exact in the limit of in-

�nite dimension, and is given in terms of an e�ective

cumulant M eff
2;� (!). It then employs the exact solu-

tion of the atomic model to replace this quantity by an

approximate one, the Mat
2;�(!). This treatment was de-

rived from the diagrammatic expansion[2] that uses the

hybridization as perturbation and employs the exact so-

lution of the uncorrelated conduction band. This seems

a better starting point than considering the hopping

as a perturbation, because the hybridization is usually

rather smaller than the bandwidth.

A. The exact solution in the atomic limit

When Ek;� = E0 and V
j;k;� = Vj;� is a local hy-

bridization, the eigenvalue problem of Eqs. (9) or (12)

has an exact solution[37], and the GF can be calcu-

lated analytically. As the problem is fully local, one can

use the Wannier representation for the creation and de-

struction operators Cyj;� and Cj;� of the c-electrons, and

write Hr =
P

jHj, where Hj is the local Hamiltonian

c

Hj =
X
�

n
E0 C

y
j;�Cj;� + Ej;� Xj;�� +

�
Vj;� Xy

j;0� Cj;� + V �j;� Cyj;� Xj;0�

�o
; (24)

and the subindex j can be dropped because we assume a uniform system.

We shall denote with j n; ri the eigenstates of the Hamiltonian Hj with eigenvalues En;r; where n is the total

number of electrons in that state, and r characterizes the di�erent states. These eigenstates satisfy

H j n; ri = "n;r j n; ri ; (25)

where H is given in Eq. (13) and "n;r = En;r � n� (cf. Eq. (14)). In Table I we give the properties of the j n; ri
states: number of electrons n, name of the state r, z component of spin Sz and "n;r = En;r � n�. The twelve

eigenvalues "n;r of Hj are represented in Fig. 7, and those corresponding to di�erent occupations n = 0; 1; 2; 3 are

drawn in di�erent columns. The states are identi�ed in the �gure by the numbers r above the levels, and the lines

joining di�erent levels correspond to the possible transitions that contribute to the GF.

It is now straightforward to express the Fourier transform of the f-electron GF in the form�� bXj;0�(!s) bXy
j;0�(!

0
s)
�
+

�
H

= �(!s + !0s) G
at
0�(!s) ; (26)
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where

Gat
0�(!s) = �e�


X
n;r;r0

exp(��"n;r) + exp(��"n�1;r0 )

i!s + "n�1;r0 � "n;r
j hn� 1; r0 j X0� j n; ri j2 (27)

and 
 = �kT ln
P

exp(���n;r) is the grand canonical potential[48]. The equivalent equations for the c-electrons

are obtained by just replacing j hn � 1; r0 j X0� j n; ri j2 in Eq. (27) by j hn� 1; r0 j Cj;� j n; ri j2.
The f-electron GF can be written in the form

Gat
0�(!s) = � exp(�
)

8X
i=1

mi

i!s � ui
; (28)

d
where ui are the poles and mi the residues of the

GF. There are only eight di�erent ui for the f-electron

GF, because di�erent transitions have the same energy

and the residues of some transitions are zero. Each

ui = � ("n�1;r0 � "n;r) corresponds to the lines iden-

ti�ed with i that appear joining the levels in Fig. 7,

the two lines u1 and the single lines u3 and u7 rep-

resent transitions that are allowed in the absence of

hybridization, while the remaining ones correspond to

transitions that are forbidden in that limit. It is im-

portant to notice that for a system with given values

of E0, Ef and V , the position of the levels in Fig. 7

changes with the chemical potential �. In that �gure

we have E0 = � and Ef < E0 = �. For that system the

ground state is always the singlet j 2; 9i, which has no

magnetic moment in the absence of �eld but can have a

rather large induced moment because of the proximity

of the magnetic triplet[41].

n r Sz "n;r = En;r � n�

0 1 0 E0

1 2 +1
2

1
2

�
E0 +Ef �

q
(E0 + Ef )

2 + 4V 2

�
� �

1 3 �1
2

1
2

�
E0 +Ef �

q
(E0 + Ef )

2 + 4V 2

�
� �

1 4 +1
2

1
2

�
E0 +Ef +

q
(E0 + Ef )

2
+ 4V 2

�
� �

1 5 �1
2

1
2

�
E0 +Ef +

q
(E0 + Ef )

2
+ 4V 2

�
� �

2 6 +1 E0 +Ef � 2�
2 7 �1 E0 +Ef � 2�
2 8 0 E0 +Ef � 2�

2 9 0 1
2

�
E0 + 3Ef �

q
(E0 +Ef )

2
+ 8V 2

�
� 2�

2 10 0 1
2

�
E0 + 3Ef +

q
(E0 +Ef )

2
+ 8V 2

�
� 2�

3 11 +1
2

E0 + 2Ef � 3�
3 12 �1

2
E0 + 2Ef � 3�

[TABLE I] The properties of the twelve eigenstates j n; ri of H are given. The columns are labeled by the number

of electrons n, the name r of the state , the z spin component Sz of the state and the value of "n;r = En;r � n�,

where En;r is the energy of the state j n; ri .
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Figure 7. The energies "n;r = En;r � n� of the twelve
eigenstates j n; ri of the atomic limit are represented in
this �gure, and those corresponding to di�erent occupations
n = 0; 1; 2; 3 are drawn in di�erent columns. The index r
that characterize the states is written above the correspond-
ing levels, and the lines joining di�erent levels are identi�ed
by numbers i, showing the possible transitions ui that con-
tribute to the GF. As with Eqs. (14 ,15),the frequencies
have the chemical potential � subtracted, so that the Fermi
surface corresponds to ! = 0.

B. The in�nite dimension limit

The approximation discussed in this section was in-

spired in the fairly recent study of correlated fermions

on a lattice in high dimensions. The limit of in�nite spa-

tial dimensions (d !1) has been applied by Metzner

and Vollhardt[49, 50] to strongly correlated fermion sys-

tems, providing non-trivial models of the Hubbard type

that are substantially simpler to analyze. Considering

an hypercubic lattice in in�nite dimension, they ob-

tained important simpli�cations in the diagrammatics

of the Hubbard model when the Coulomb repulsion, viz.

the U term in Eq. (9), was employed as a perturbation.

Metzner[51] revisited the cumulant expansion[9] of the

Hubbard model, where the electron hopping is consid-

ered as a perturbation, and derived the properties of

this expansion when d ! 1. In particular, only the

diagrams that are topologically \fully two particle re-

ducible" (f.t.p.r.) remain in this limit. These diagrams

are those in which any pair of vertices can be sepa-

rated by cutting one or two edges[49], and one should

stress that the topology of a diagram can be di�erent

from that of its possible embeddings in the lattice, be-

cause in the cumulant expansions there is no excluded

site restriction in the lattice sums[2], and two di�erent

vertices of a diagram can occupy the same site. The

property stated above refers to the topology of the em-

beddings, and in the sum of contributions of diagrams

that are not f.t.p.r. there may be terms that give non

zero contributions because the topology of their embed-

ding is f.t.p.r.[52]

In the cumulant expansion of the Anderson lattice[2]

we employ the hybridization, rather than the hopping,

as a perturbation and the exact solution of the conduc-

tion problem in the absence of hybridization is included

in the zero-th order Hamiltonian. For this reason it was

necessary to extend Metzner's derivation[51] to the An-

derson lattice[52], and it was shown that the same type

of results he obtained are valid for this model.

Employing the cumulant expansion, Metzner has

shown[51] that the single-particle properties of the Hub-

bard model in the limit d ! 1, can be described as

that of independent electrons \hopping between dressed

atoms characterized by an e�ective Green's function".

A similar derivation can be employed for the Ander-

son lattice, and the exact one-electron GF is then given

by the family of diagrams in Fig. 4a, but using an

e�ective cumulant M eff
2;� (z) for the f-electron vertices

instead of the bare one M0
2;�(z) = �D0

�=(z � "f ): The

e�ective cumulantM eff
2;� (z) is given by the contribution

of all the diagrams of G�(Rn;m = 0; z) that can not

be separated by cutting a single edge (usually called

\irreducible diagrams"), where G�(Rn;m = 0; z) is the

exact GF of the f-electrons in the real space represen-

tation for n = m, viz. the local GF. This property is

only valid in the limit d ! 1, and the only non-zero

contributions are of those diagrams that have f.t.p.r.

embeddings. The exact GF is then written

c

Gf;�(k; z) = M eff
2;� (z)

1

1� j V (k) j2 Go
c;�(k;z) M

eff
2;� (z)

: (29)
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A practical di�culty with the cumulant expansions

of systems of correlated electron, is that the higher or-

der cumulants rapidly become very laborious to cal-

culate. This di�culty is not alleviated when d ! 1
because all the higher order cumulants remain in this

limit, but the equations of the type of Eq. (29), that are

valid for di�erent expansions, suggest several approxi-

mations, and one should mention the very successful

\dynamical mean �eld theory" [17]. The approxima-

tion presented in the present work do not give results

as accurate as this last technique, but has the advantage

that its numerical calculation is fairly rapid, and that it

can be extended without much di�culty to more com-

plex systems with too many local states, by employing

the technique discussed in the present paper of project-

ing a large space of states into a subspace of interest

with the use of Hubbard operators. The proposed ap-

proximation is to calculate exactly the e�ective cumu-

lant M eff
2;� (z) for a soluble model closely related to the

Anderson lattice, and replace it in Eq. (29) to obtain

an approximate GF. The model proposed to obtain the

approximateM eff
2;� (z) is the atomic limit of the Ander-

son lattice, that is de�ned by neglecting the hopping, so

that the system is described by the Hamiltonian of Eqs.

(9) or (12) but with Ek;� = E0. In the next section we

show how to calculate this approximate e�ective cumu-

lant, and discuss the spectral densities obtained by this

method.

A second approximation that is used in this work,

is to employ the Eq (29) for a �nite dimensional lat-

tice, although it is only valid for d ! 1. A justi�ca-

tion for this procedure is the fact that Schweitzer and

Czycholl[53] have shown that the local approximation

provides \a good description of three dimensional sys-

tems". They considered the second order perturbation

approach of the Anderson lattice, employing the term

in U as perturbation and taking the d ! 1 limit as

the starting point for a 1=d expansion.

C. The atomic e�ective cumulant approximation

The atomic e�ective cumulant approximation

(AECA) consists in substituting M eff
2;� (z) in Eq. (29)

by an approximate Mat
2;�(z) derived from the exact so-

lution of the atomic limit. This is obtained by solving

for Mat
2;�(z) in the equation that is the atomic equiva-

lent of Eq. (29), and one obtains

Mat
2;�(z) =

(z � E0 + �) Gat
0�(z)

(z �E0 + �)� j V j2 Gat
0�(z)

: (30)

TheMat
2;�(z) is then the e�ective cumulant, that substi-

tuted in Eq. (29), gives the exact Gat
0�(z) in the atomic

limit, and from the point of view of the cumulant expan-

sion, it contains all the irreducible diagrams that con-

tribute to the exact M eff
2;� (z). It should be emphasized

that this diagrams contain loops of any size, because

there is no excluded site in this expansion, and all the

�lled circles correspond to the same site, although they

appear as di�erent vertices in the diagram. The dif-

ference between the exact and approximate quantities

is that di�erent energies Ek;� appear in the c-electron

propagators of the e�ective cumulant M eff
2;� (z), while

these energies are all equal to E0 in Mat
2;�(z). Although

Mat
2;�(z) is for that reason only an approximation, it

contains all the diagrams that should be present, and

one would expect that the corresponding GF would

show fairly realistic features.

One still has to decide what �xed value of E0 should

be taken. As the most important region of the conduc-

tion electrons is the Fermi energy, we shall use E0 = �,

at least when � is inside the conduction band.

Another important point, is that concentrating all

the conduction electrons at E0 would overestimate their

e�ect, and we shall then reduce the hybridization by a

coe�cient that gives the relative number of c-electrons

that most contribute. We consider that this region is

of the order of V �0, where �0 is the density of states of

the unperturbed c-electrons with respect to the energy,

and to be more de�nite we chose �V �0, so the e�ec-

tive hybridization constant Va coincides with the usual

\mixing strength" � = �V 2�0. This is essentially the

same choice made by Alascio et.al.[40] in their local-

ized description of valence 
uctuations. Note that Va

is only used in the calculation of Mat
2;�(z), and that the

full value must be substituted in the V that appears

explicitly in Eq. (29), because the whole band of con-

duction energies is used in Go
c;�(k;z) = �1= �z � "k�

�
.

Other consequence of the use of a single energy for

the calculation of Mat
2;�(z) is that the spectral densi-
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ties show rather sharp features, and to alleviate this

behavior we have employed a small imaginary part i�

to the z of Eq. (30). Note that the imaginary part

� of the variable z in the calculated spectral densities

does not have to be equal to �a, and we usually choose

� << �a: the typical values we employed were � = 10�4

vs. �a = 0:003, but we have also used much smaller �

without any problem.

Figure 8. The spectral density �f (!) of the f-electrons ob-
tained with the AECA for several values of T, employing
z = !+ i� with � = 10�4. The system has the following pa-
rameters: Ef = �0:5, � = 0:, T = 0:001, a local hybridiza-
tion V = 0:3 and a density of states of the unperturbed
band electrons given by a rectangular density of states of
width � centered at the origin, all in the same energy units.
The e�ective cumulant was calculated employing a reduced
hybridization Va = � = V 2 and a frequency with a small
imaginary part �a = 0:003.

The spectral density �f for several values of T is

shown in Fig. 8, while the remaining parameters are

the same employed in Fig. 5. The localized energy

Ef of the local state is well below the Fermi surface,

corresponding to a typical Kondo region. The spec-

tral density �f does not change with T below a certain

value, which is approximately T = 10�3 in Fig. 8, be-

cause below this T the state j n = 2; r = 9i is the only
occupied in the atomic limit and therefore the Mat

2;�(z)

does not change. Other states are occupied at higher T ,

and the changes in Mat
2;�(z) are re
ected in the �f . At

the lowest T the �f obtained by the AECA is basically

the same of the CHA (cf. Fig. 5) in the region close to

"f = �0:5, but it also has a structure close to the Fermi

surface, i.e. at ! = 0. Although the peak is not too

sharp, it has some of the characteristics of the Kondo

peak: its localization and the decrease of its intensity

when T increases, as shown in more detail in Fig. 9.

This structure shows a pseudo gap, as was obtained by

other methods[20, 54], but with a peak below the Fermi

energy that is not as sharp. The structure is more com-

plex at higher T , and I believe that this behaviour is

due to the use of the atomic model to estimate the

M eff
2;� (z). The dependence of the spectral density with

� is shown in Fig. 10, where the main structure fol-

lows the "f and the structure that corresponds to the

Kondo peak remains �xed at the Fermi surface while

the system is in the Kondo region, i.e. when "f < 0.

When "f approaches the Fermi surface the two struc-

tures merge, and for "f > 0 a single structure follows

"f in the intermediate valence region.

Figure 9. The spectral density of �gure Fig. 8 in the neigh-
borhood of ! = 0. The integrated intensity of this structure
decreases with T .

Figure 10. The spectral density of the f-electrons for the
same system of Fig. 8 but with �xed T = 0:001 and for
several values of the chemical potential �. It shows the
crossover from the Kondo region to the intermediate valence
region.
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The AECA gives a �f that roughly agrees with the

results obtained by other methods [20], but the details

of the spectral density near the Kondo resonance de-

pend in a very delicate way on the behaviour ofM eff
2;� (z)

near that region. In the calculation of Mat
2;�(z) all the

band structure is replaced by a single value E0, and it

is therefore not surprising that the AECA results are

less precise than those of reference [20], which uses the

decoupling of the equations of motion followed by the

self-consistent determination of the averages resulting

from that procedure. This last method, as well as the

dynamical mean �eld theory [16], require some heavy

computation while the AECA is fairly simple from that

point of view. As the spectral density �f in the AECA

has the same overall behaviour shown by the methods

mentioned above, I believe that it can be used to obtain

rather reasonable values of many physical properties

and of their dependence with T and other parameters.

The main interest in this method, is that it is very nat-

ural to make the extension to more complex systems

with numerous local states, that can be simpli�ed by

using the Hubbard operators to project the Hamilto-

nian to a subspace of states of interest. The use of the

AECA would then make it possible to calculate prop-

erties of those systems without employing too heavy

computation.

V. Conclusions

In the description with the usual creation and de-

struction operators of systems that have strongly corre-

lated local states, a large number of states that are not

essential to the problem is usually introduced. The pur-

pose of this work is to show how, by employingHubbard

operators, one can project out these irrelevant states

and still use many body techniques.

The Hubbard operators can represent complex local

states with a simple notation, and the typical example

of a Co2+ impurity in a MgO crystal was discussed.

The 3d7 con�guration of these ion has 120 states at the

impurity site, and we have shown how to reduce the

problem of the electronic Raman scattering of Co2+ to

the calculation of time averages of Hubbard operators

in the subspace of the 12 lowest energy states of this

ion. These averages were calculated by employing the

double timeGF of Zubarev, and the resulting scattering

intensity was compared with the experimental results.

A second example, that requires Hubbard operators

at all the crystal sites, is the Anderson lattice. This

model gives a schematic description of very important

systems with strongly correlated electrons, like tran-

sition metal compounds and systems with anomalous

rare earth ions that show intermediate valence or Kondo

behavior, heavy fermions, and is also closely related to

descriptions of systems with high Tc superconductivity.

When the Hubbard operators are used to describe

the Anderson lattice with U !1, it is possible to re-

duce the number of local states at each site from 4 to

3. One may think that this is a meager reduction for

all the troubles it causes, but the interest of this study

is to learn the technique, that can be applied to rather

more complex systems, like metallic compounds with

transition metals ions with several d electrons or with

rare earths like Eu, Tm, etc. There are several methods

to deal with Hubbard operators in the Anderson lattice

and related models, and in this work we discussed the

cumulant expansion, a technique that was originally ap-

plied by Hubbard to the fermion case. The advantages

of this technique are that it seems to be the natural

extension of the usual diagrammatic techniques, it has

no problems of excluded site in the lattice summations

and that a linked cluster theorem for the grand canon-

ical potential can be derived. As the Hubbard opera-

tors hide in their de�nition all the electronic correlation

of the states they describe, their diagrammatic expan-

sions are more complicated than the ones that employ

the usual creation and destruction operators. The main

problem is the di�culty of calculating higher order cu-

mulants, and in our work we have only used second and

fourth order cumulants. The sixth order cumulants are

very laborious to calculate, and we have not been able

to use them yet.

One problem with the results we obtained for the

Anderson lattice was the absence of a Kondo peak,

that should be present in the spectral density of the

one-particle GF when the system is in the Kondo re-

gion, i.e. when "f is rather below the Fermi surface.

To obtain the particular properties of the Kondo sys-

tems it is necessary to consider spin-
ip processes in

the calculation, and these are absent from the second

order cumulants but are present in the fourth order cu-

mulants. As we have considered diagrams with in�nite



658 Brazilian Journal of Physics, vol. 27, no. 4, december, 1997

number of fourth order cumulants, it is not clear why

the Kondo peak was still absent from our calculations,

and we are further studying this problem by consider-

ing di�erent types of diagrams with cumulants of that

order.

The study of systems in a real space of very large

dimensions d has been recently applied with success

to the problems of correlated electrons, and we have

studied the cumulant expansion of the Anderson lat-

tice for d ! 1. The exact one-electron GF can then

be expressed in terms of an e�ective cumulantM eff
2;� (z),

that includes diagrams with cumulants of any order,

so the same limitation on the calculation of higher or-

der cumulants is present in its calculation. To avoid

this problem, the atomic e�ective cumulant approxima-

tion (AECA) was proposed, and it consists in replacing

M eff
2;� (z) by the corresponding quantity of a related sol-

uble model. This model is the Anderson lattice in the

atomic limit, i.e. eliminating the conduction electron

hopping by taking a conduction band of zero width.

The quantity Mat
2;�(z) obtained by this procedure is

introduced in the exact formula to calculate the ap-

proximate GF. The spectral density �f obtained with

this GF was calculated, and when the system is in the

Kondo region it shows a structure close to the Fermi

surface. This structure has some of the characteris-

tics of the Kondo peak, viz. its position very close to

the Fermi surface and its decreasing intensity when T

increases, but it is probably not as good an approxima-

tion as those already obtained by other methods, like

the decoupling of the equation of motion. Nevertheless,

as it has the expected overall behaviour, I believe that it

can be used to obtain rather reasonable values of many

physical properties and of their dependence with T and

other parameters. As the computation required for this

method is fairly simple, it would be useful to calculate

properties of more complex systems that would require

too heavy computation if more precise methods were

employed.
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