Application of Analytic Regularization to the Casimir Forces
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1. INTRODUCTION

Casimir\textsuperscript{1,2} has studied the effect of the zero point energy of the electromagnetic field on two parallel conducting plates. His calculation presents infinities, and in order to obtain a finite result, one subtracts from the energy density the corresponding contribution from the whole space (the plates being separated by an infinite distance).

The same procedure has been extended by Lukosz\textsuperscript{3} to rectangular systems.

The purpose of this paper is to study how to obtain regularized quantities by a procedure similar to the one presented by Gelfand and Shilov in their book\textsuperscript{4}. Such methods of analytic regularization were extended to quantum field theory by Bollini, Giambiagi and González Domínguez\textsuperscript{5}.

We make the remark that the exponential cut-offs used in Refs.1,2,3 can be interpreted as analytic regulators. In the case of a one-dimensional box, we also introduce in this paper an analytic parameter which allows one to calculate the Casimir forces in terms of the Riemann zeta function. For rectangular boxes of higher dimensions we also consider, after discussing the results with the help of exponential regulators, the analytic regularization by means of generalized zeta functions first introduced by Epstein\textsuperscript{7}.

In these rectangular systems, with the help of these zeta functions, the quantities which measure the Casimir forces are automatically finite, that is, no subtractions are needed (in general, the infinities are due to pole terms).

In Section 2, we describe the Casimir effect in a one-dimensional box, and in Section 3 for the system of two parallel conducting plates. We discuss the regularization by means of exponential regulators, which exhibit poles, and which in analogy to what happens in other situations of quantum field theory, have to be subtracted\textsuperscript{5}. We also consider a regulating parameter which naturally gives rise to the Riemann zeta function, and which when continued analytically to the physical region produces automatically finite results for the forces.
In Sections 4 and 5, we consider in a similar way boxes in two- and three-dimensions. In these cases, generalizations of zeta functions, first considered by Epstein\(^7\), do appear.

In Section 6, we study the connection of our approach with the analytic regularization of the Green function. In particular, as we have given boundary conditions in space, we make the analytic continuation in the number of imaginary time dimensions. In this way, the zero point energy is naturally expressed in terms of generalized zeta functions.

In the Appendices, we discuss some properties, known in the mathematical literature, and which might be useful to the eventual reader. So, in Appendix A, we show that Riemann's zeta function \( \zeta(s) \), for \( \Re s < 1 \), is a finite part (in the sense of Hadamard) of an integral, and that it satisfies the correct functional relation; therefore, this finite part is the right analytical continuation for \( \Re s < 1 \). In Appendix B, we give a derivation of the functional equation of the zeta function introduced by Epstein\(^7\), and which allows one to perform the analytical continuation.

In order to make this article rather self-contained, much of the arguments found in other papers, especially of Ref.3, are reproduced here for the convenience of the prospective reader.

In the examples treated in this paper, that is, the Casimir effect in rectangular systems, there is no difficulty in obtaining the finite parts by using the exponential regulator and separating the poles, or by introducing a parameter which allows one to consider generalized zeta functions. In these examples, there is no special advantage in using the analytical regularization with the zeta function technique instead of the exponential one. But there are problems, like the Casimir effect in a spherical conducting shell, where the final result is not mathematically well settled\(^9,10\) when the exponential regulator is used. The reason is that, for this problem, the separation of the poles (or other type of singularities) is not very clean. In this case, the analytical regularization via the zeta function technique can be useful.
2. ONE-DIMENSIONAL BOX

Let us consider the simple case of a massless scalar field in a one-dimensional box of length $L$. With the boundary condition that the field is zero at the ends, the eigenfrequencies are given by

$$\omega_n = \frac{nc}{L} \quad n = 1, 2, \ldots,$$

(1)

where $c$ is the wave velocity. The zero point energy is

$$E_0 = \frac{1}{2} \frac{\hbar}{c} \lim_{\alpha \to 0^+} \sum_{n=1}^{\infty} \omega_n e^{-\alpha \omega_n} = \frac{\hbar}{2} \lim_{\alpha \to 0^+} \frac{\partial}{\partial \alpha} \sum_{n=1}^{\infty} e^{-\alpha \omega_n},$$

(2)

which is infinite. In order to obtain meaningful results, people have introduced a frequency cut-off. We can, for instance, consider

$$E_0 = \frac{1}{2} \frac{\hbar}{c} \lim_{\alpha \to 0^+} \sum_{n=1}^{\infty} \omega_n e^{-\alpha \omega_n} = \frac{\hbar}{2} \lim_{\alpha \to 0^+} \frac{\partial}{\partial \alpha} \sum_{n=1}^{\infty} e^{-\alpha \omega_n},$$

(3)

or

$$E_0 = -\frac{\hbar}{2} \lim_{\alpha \to 0^+} \frac{\partial}{\partial \alpha} \sum_{n=1}^{\infty} e^{-\alpha \omega_n} \frac{\omega_n}{L} = \lim_{\alpha \to 0^+} \left\{ -\frac{\hbar L}{2\pi c} \frac{B_0}{\alpha^2} - \frac{\hbar \pi c}{4L} \frac{B_2}{\alpha^2} + O(\alpha) \right\},$$

(4)

where use was made of the formula

$$\frac{1}{e^y - 1} = \sum_{\nu=0}^{\infty} \frac{B_\nu}{\nu!} y^\nu,$$

(5)

the $B_\nu$ being Bernoulli numbers: $B_0 = 1, B_1 = -\frac{1}{2}, B_2 = \frac{1}{6}$, etc.

We see in Eq. (3) that the first term gives a divergent contribution for $E$. Dividing this term by $L$, we see that it gives a contribution to the energy density which is independent of $L$, and therefore represents the energy density of an infinite box. The usual prescription is to subtract
this infinite contribution, and what remains is the physical zero point energy in the box of dimension $L$, i.e.,

$$E_0^R = -\frac{\pi \hbar c}{4L} B_2.$$  

(6)

Other kinds of frequency cut-off have been used\(^3\), with identical prescriptions, in order to eliminate infinities, the same final finite results being obtained.

Using

$$\zeta(1-2n) = -\frac{B_{2n}}{2n},$$  

(7)

where $\zeta(s)$ is the Riemann zeta function, Eq. (6) can be written as

$$E_0^R = \frac{\pi \hbar c}{2L} \zeta(-1).$$  

(8)

Let us now remark that the identification given by Eq. (3) corresponds to an analytic regularization with parameter $\alpha > 0$, and the prescription for obtaining the finite part of the lefthand side of Eq. (4) is to subtract the corresponding poles in $\alpha$. This situation is completely analogous to those which occur in quantum field theory\(^5\).

Instead of using a regularization of the type of Eq. (3), we can also use

$$\sum_{n=1}^{\infty} \omega_n = \lim_{s \to -1} \sum_{n=1}^{\infty} \omega_n^{-s} = \frac{\pi \alpha}{L} \lim_{s \to -1} \sum_{n=1}^{\infty} n^{-s}. $$  

(9)

For $\Re s > 1$, the righthand side of Eq. (9) defines the Riemann zeta function $\zeta(s)$, which can be continued analytically for $\Re s < 1$ (Ref.6). This can be done for instance by considering the finite part \( \text{à la Hadamard} \)\(^4\) (cf. Appendix A). 

By this procedure, Eq. (2) writes as Eq. (8), and the zero point energy of an infinite space ($L \to \infty$) is zero in this case. By using this type of
analytic regularization, we obtain automatically finite results, no sub-
tractions being needed.

3. TWO CONDUCTING PARALLEL PLATES

The zero point energy is given by

$$E_0 = \hbar \sum_{\vec{k},n} \omega(\vec{k},n),$$

with

$$\omega(\vec{k},n) = \sqrt{\frac{k_x^2 + k_y^2 + \frac{n^2 \pi^2}{d^2}}{x^2 + y^2}},$$

where we have put $c = 1$; $d$ is the distance between the plates.

We have

$$\sum_{\vec{k},n} \omega(\vec{k},n) = \frac{S}{\pi^2} \sum_{n=0}^{\infty} \int_{0}^{\infty} \frac{dk_x \, dk_y}{x \, y} \sqrt{\frac{k_x^2 + k_y^2 + \frac{n^2 \pi^2}{d^2}}}, \quad (10)$$

$S$ denoting the surface of the plates. For $n=0$, the above expression
should be multiplied by $1/2$. Since, for $n=0$, the contribution for $E_1$
is independent of $d$, we can subtract it (because it does not contribute to
the forces) and then restrict the sum in Eq. (10) to $n=1,2,...$. Introdu-
ding into Eq. (10) the exponential regulator $\exp\{-\alpha \left(k_x^2 + k_y^2 + \frac{n^2 \pi^2}{d^2}\right)\}$, we shall obtain a fourth order pole in $\alpha$ which will give an energy den-
sity independent of $d$. By the same procedure as before, we subtract it.

It also appears a third order pole which is independent of $d$, and the-
therefore it has also to be subtracted since it does not contribute to the
forces. Therefore, we are left with the regularized expression

$$\left\{ \sum_{\vec{k},n} \omega(\vec{k},n) \right\}^R = \frac{\pi^2 S}{d^3} \frac{1}{4!} B_4, \quad (11)$$

In analogy to Eq. (9), we write

668
\[
\left\{ \sum_{\kappa_n} \omega(\kappa_n) \right\}^R = \lim_{s \to 1} \sum_{\kappa_n} \left[ \omega(\kappa_n) \right]^{-s}.
\]

We have:
\[
I_s = \sum_{\kappa_n} \left[ \omega(\kappa_n) \right]^{-s} = \frac{S}{\pi^2} \sum_{n=1}^{\infty} \int_0^{\infty} d\kappa_x d\kappa_y \left[ \frac{\kappa_x^2 + \kappa_y^2 + n^2 \pi^2 / d^2}{\kappa_x^2 + \kappa_y^2 + n^2 \pi^2 / d^2} \right]^{-s},
\]

where again the contribution from \( n = 0 \) was disregarded, since it is independent of \( d \). We remark that, in this case, this term is proportional to \( \int_0^{\infty} \rho^{-s+1} d\rho \), whose analytic regularization vanishes (cf. Ref. 4, p. 70).

It is easy to show that
\[
I_s = \frac{S}{4\pi} \sum_{n=1}^{\infty} \left( \frac{\pi n}{d} \right)^{-s+2} \int_0^{\infty} dy (y+1)^{-s/2}.
\]

Now,
\[
\int_0^{\infty} dy (y+1)^{-s/2} = B(1, \frac{s}{2} - 1),
\]

which is valid for \( \Re s > 2 \), \( B(p,q) \) being the Euler beta function. Therefore,
\[
I_s = \frac{S}{4\pi} B(1, \frac{s}{2} - 1) \sum_{n=1}^{\infty} \left( \frac{\pi n}{d} \right)^{-s+2}.
\]

The righthand side of this expression is convergent for \( \Re s > 3 \), and defines the function
\[
I_s = \frac{S}{4\pi} \left( \frac{\pi}{d} \right)^{-s+2} B(1, \frac{s}{2} - 1) \zeta(s-2).
\]

This expression can be continued analytically for \( \Re s < 3 \). In particular, for \( s = -1 \), we have:
\[
I_{-1} = \frac{\pi^2}{6} \frac{S}{d^2} \zeta(-3),
\]

which is exactly Eq. (11) after use of Eq. (7).
4. **TWO DIMENSIONAL RECTANGULAR BOX**

Let us consider a scalar field in a two-dimensional rectangular box with the boundary condition that the field is zero at the walls.

The solutions are then of the type

\[ \phi(x, y) = A \sin \left( \frac{m_1 x}{L_1} \right) \sin \left( \frac{m_2 y}{L_2} \right), \]

with \( n_i = 1, 2, \ldots \) \((i = 1, 2)\). The eigenfrequencies are

\[ \omega_{n_1, n_2} = \pi \left[ \left( \frac{n_1}{L_1} \right)^2 + \left( \frac{n_2}{L_2} \right)^2 \right]^{1/2}, \]

with \( c = 1 \). The zero point energy is

\[ E_0(L_1, L_2) = \frac{1}{2} \pi \sum_{n_1, n_2=1}^{\infty} \frac{i \omega}{n_1 n_2} = \frac{\pi \hbar}{2} \sum_{n_1, n_2=1}^{\infty} \left[ \left( \frac{n_1}{L_1} \right)^2 + \left( \frac{n_2}{L_2} \right)^2 \right]^{1/2}. \quad (12) \]

Let us now go to the exponential regularization:

\[ \sum_{n_1, n_2=1}^{\infty} \omega_{n_1, n_2} = \lim_{\alpha \to 0^+} \frac{\partial}{\partial \alpha} \sum_{n_1, n_2=1}^{\infty} \exp(-\alpha \omega_{n_1, n_2}) \quad (13) \]

Now we have:

\[ \sum_{n_1, n_2=1}^{\infty} \exp(-\alpha \left[ \left( \frac{n_1}{L_1} \right)^2 + \left( \frac{n_2}{L_2} \right)^2 \right]^{1/2}) \]

\[ = \sum_{n_1, n_2=0}^{\infty} \exp(-\alpha \left[ \left( \frac{n_1}{L_1} \right)^2 + \left( \frac{n_2}{L_2} \right)^2 \right]^{1/2}) - \sum_{n_1=1}^{\infty} \exp(-\alpha \left( \frac{n_1}{L_1} \right)) - \sum_{n_2=1}^{\infty} \exp(-\alpha \left( \frac{n_2}{L_2} \right)) \]
where the prime means that the case where $n_1 = n_2 = 0$ is excluded. The Euler–Maclaurin sum formula gives

$$\sum_{n_2=1}^{\infty} \exp(-\alpha(n_1/L_1^2 + n_2/L_2^2)^{1/2}) = \frac{1}{2} \left[ \exp\left(-\alpha(n_1/L_1)^2 \right) - \exp\left(-\alpha(n_2/L_2)^2 \right) \right] - \frac{1}{4}, \quad (14)$$

while with the Poisson summation formula one has

$$\sum_{n_1, n_2 = -\infty}^{\infty} \exp(-\alpha[(n_1/L_1)^2 + (n_2/L_2)^2]^{1/2}) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp(-\alpha[(x/L_1)^2 + (y/L_2)^2]^{1/2}) \, dx \, dy + 2\pi i (m_1 x + m_2 y)$$

$$= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp(-\alpha[(x/L_1)^2 + (y/L_2)^2]^{1/2}) \, dx \, dy + 2\pi i (m_1 x + m_2 y)$$

$$= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp(-\alpha[(x/L_1)^2 + (y/L_2)^2]^{1/2}) \, dx \, dy + 2\pi i (m_1 x + m_2 y)$$

$$= \int_{0}^{2\pi} e^{-\alpha t} dt \sum_{m_1, m_2 = -\infty}^{\infty} \int_{0}^{2\pi} \exp(-\alpha t + 2\pi i t \cos \theta) \, dt \, d\theta, \quad (16)$$

where in the very last sum the term $m_1 = m_2 = 0$ is excluded. Note that we have made use of the vectors \( \hat{t} = (x/L_1, y/L_2) \) and \( \hat{h} = (m_1 L_1, m_2 L_2) \).
Eq. (16) can be written as
\[ \sum_{n_1, n_2 = -\infty}^{\infty} \exp\{-\alpha [(n_1/L_1)^2 + (n_2/L_2)^2]^{1/2}\} = 2\pi L_1 L_2 \int_0^\infty e^{-\alpha t} t \, dt + \]
\[ \sum_{m_1, m_2 = -\infty}^{\infty} \frac{2\pi \alpha L_1 L_2}{(\alpha^2 + 4\pi^2 \lambda^2)^{3/2}}. \]  

Introducing Eqs. (15) and (17) into Eq. (14), it then follows that
\[ \sum_{n_1, n_2 = 1}^{\infty} \exp\{-\alpha [(n_1/L_1)^2 + (n_2/L_2)^2]^{1/2}\} = \]
\[ \frac{\pi}{2} \int_0^\infty t \, e^{-\alpha t} \, dt - \frac{1}{2} (L_1 + L_2) \int_0^\infty e^{-\alpha t} \, dt + \frac{1}{4}. \]
\[ \frac{\alpha}{24} \left( \frac{1}{L_1} + \frac{1}{L_2} \right) + \frac{\pi}{2} \frac{\alpha}{\lambda} \frac{L_1 L_2}{2} \sum_{m_1, m_2 = -\infty}^{\infty} \frac{1}{(\alpha^2 + 4\pi^2 \lambda^2)^{3/2}} + O(\alpha^2). \]  

The first two terms give pole terms of order two and one, respectively. Introducing Eq. (18) into Eq. (13) and subtracting the pole terms in a, we obtain the following regularized expression:
\[ \left\{ \sum_{n_1, n_2 = 1}^{\infty} [(n_1/L_1)^2 + (n_2/L_2)^2]^{1/2} \right\}^R = \]
\[ \frac{1}{24} \left( \frac{1}{L_1} + \frac{1}{L_2} \right) - \frac{L_1 L_2}{16\pi^2} \sum_{m_1, m_2 = -\infty}^{\infty} (m_1^2 L_1^2 + m_2^2 L_2^2)^{-3/2}. \]  

Let us now make the difference between the energy densities of a box, area $L_1 L_2$, and another of area $L_1' L_2'$ with $L_1' L_2' \to \infty$. We have then, from Eq. (12),
\[\Delta u(L_1, L_2) = \]
\[ \frac{\pi \bar{R}}{2L_1 L_2} \lim_{\alpha \to 0^+} \frac{3}{\delta \alpha} \left\{ \sum_{n_1, n_2 = 1}^{\infty} \exp\{-\alpha [(n_1/L_1)^2 + (n_2/L_2)^2]^{1/2}\} \right\} - \]
\[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp\{-\alpha [(x/L_1)^2 + (y/L_2)^2]^{1/2}\} \, dx \, dy , \]

where the asterisk means that terms with \( x = 0 \) and \( y = 0 \) must be excluded. That is:

\[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp\{-\alpha [(x/L_1)^2 + (y/L_2)^2]^{1/2}\} \, dx \, dy = \]

\[ \int_{0}^{\infty} \exp\{-\alpha [(x/L_1)^2 + (y/L_2)^2]^{1/2}\} \, dx \, dy \left[ 1 - \delta(x) - \delta(y) \right] , \]

which gives exactly the result given by Eq. (19) multiplied by \( \pi \bar{R}/2L_1 L_2 \).

Let us consider the identity

\[ \sum_{n_1, n_2 = 1}^{\infty} \left( \frac{n_1}{L_1} \right)^2 + \left( \frac{n_2}{L_2} \right)^2 \left[ \left( \frac{n_1}{L_1} \right)^2 + \left( \frac{n_2}{L_2} \right)^2 \right]^{-s} = \]

\[ \frac{1}{4} \sum_{n_1, n_2 = -\infty}^{\infty} \left( \frac{n_1}{L_1} \right)^2 + \left( \frac{n_2}{L_2} \right)^2 \left[ \left( \frac{n_1}{L_1} \right)^2 + \left( \frac{n_2}{L_2} \right)^2 \right]^{-s} - \frac{1}{2} \sum_{n_1 = 1}^{\infty} \frac{n_1}{L_1} \right)^{-2s} - \frac{1}{2} \sum_{n_2 = 1}^{\infty} \frac{n_2}{L_2} \right)^{-2s} , \]

which for \( \Re s > 1 \) can be substituted by

\[ \sum_{n_1, n_2 = 1}^{\infty} \left( \frac{n_1}{L_1} \right)^2 + \left( \frac{n_2}{L_2} \right)^2 \left[ \left( \frac{n_1}{L_1} \right)^2 + \left( \frac{n_2}{L_2} \right)^2 \right]^{-s} = \frac{1}{4} A(L_1, L_2; 2s) - \frac{1}{2} \left( L_1^{2s} + L_2^{2s} \right) \zeta(2s) , \]

where \( A(L_1, L_2; 2s) \) is an Epstein zeta function\(^7\) defined in Appendix B. Using the functional equation (8.4), it follows for \( s = -1/2 \) that
\[ \left\{ \sum_{n_1, n_2 = 1}^{\infty} \left[ (n_1/L_1)^2 + (n_2/L_2)^2 \right]^{1/2} \right\}^R = \]

\[ \frac{1}{24} \left( \frac{1}{L_1} + \frac{1}{L_2} \right) - \frac{L_1 L_2}{16 \pi^2} \sum_{m_1, m_2 = -\infty}^{\infty} \left( m_1^2 L_1^2 + m_2^2 L_2^2 \right)^{-3/2} , \]

which is exactly Eq. (19).

5. THREE-DIMENSIONAL BOX

Let us now consider a scalar field in a three-dimensional box of volume \( L_1 L_2 L_3 \), with the boundary condition that the field vanishes at the walls.

The solutions are of the form:

\[ \phi(x, y, z) = A \sin \frac{m_1 x}{L_1} \sin \frac{m_2 y}{L_2} \sin \frac{m_3 z}{L_3} , \]

with \( n_i = 1, 2, 3 (i = 1, 2, 3) \). The eigenfrequencies are

\[ \omega_{n_1, n_2, n_3} = \pi \left[ (n_1/L_1)^2 + (n_2/L_2)^2 + (n_3/L_3)^2 \right]^{1/2} . \]

Taking the exponential regularization, i.e.,

\[ \lim_{\alpha \to 0^+} - \frac{\partial}{\partial \alpha} \sum_{n_1, n_2, n_3 = 1}^{\infty} \left[ (n_1/L_1)^2 + (n_2/L_2)^2 + (n_3/L_3)^2 \right]^{1/2} = \]

\[ - \lim_{\alpha \to 0^+} \frac{\partial}{\partial \alpha} \sum_{n_1, n_2, n_3 = 1}^{\infty} \exp\left\{ -\alpha \left[ (n_1/L_1)^2 + (n_2/L_2)^2 + (n_3/L_3)^2 \right]^{1/2} \right\} , \tag{20} \]

we have:
By using again the Poisson summation formula, we can write

\[
\begin{align*}
\sum_{n_1, n_2, n_3 = 1}^{\infty} & \exp\left\{-\alpha \left[\left(\frac{n_1}{L_1}\right)^2 + \left(\frac{n_2}{L_2}\right)^2 + \left(\frac{n_3}{L_3}\right)^2\right]\right\} \\
= & \frac{1}{8} \sum_{n_1, n_2, n_3 = -\infty}^{\infty} \exp\left\{-\alpha \left[\left(\frac{n_1}{L_1}\right)^2 + \left(\frac{n_2}{L_2}\right)^2 + \left(\frac{n_3}{L_3}\right)^2\right]\right\} \\
- & \frac{1}{2} \sum_{n_1, n_3 = 1}^{\infty} \exp\left\{-\alpha \left[\left(\frac{n_1}{L_1}\right)^2 + \left(\frac{n_3}{L_3}\right)^2\right]\right\} \\
- & \frac{1}{2} \sum_{n_1, n_3 = 1}^{\infty} \exp\left\{-\alpha \left[\left(\frac{n_2}{L_2}\right)^2 + \left(\frac{n_3}{L_3}\right)^2\right]\right\} \\
- & \frac{1}{4} \sum_{n_1 = 1}^{\infty} \exp\left\{-\alpha \left(\frac{n_1}{L_1}\right)^2\right\} - \frac{1}{4} \sum_{n_2 = 1}^{\infty} \exp\left\{-\alpha \left(\frac{n_2}{L_2}\right)^2\right\} - \frac{1}{4} \sum_{n_3 = 1}^{\infty} \exp\left\{-\alpha \left(\frac{n_3}{L_3}\right)^2\right\}
\end{align*}
\]

By using again the Poisson summation formula, we can write

\[
\begin{align*}
\sum_{n_1, n_2, n_3 = -\infty}^{\infty} & \exp\left\{-\alpha \left[\left(\frac{n_1}{L_1}\right)^2 + \left(\frac{n_2}{L_2}\right)^2 + \left(\frac{n_3}{L_3}\right)^2\right]\right\} \\
= & \sum_{m_1, m_2, m_3 = -\infty}^{\infty} \iiint_{-\infty}^{\infty} \exp\left\{-\alpha \left[\left(\frac{x}{L_1}\right)^2 + \left(\frac{y}{L_2}\right)^2 + \left(\frac{z}{L_3}\right)^2\right]\right\} \\
& + 2\pi \i m_1 x + m_2 y + m_3 z \right) \, dx \, dy \, dz,
\end{align*}
\]
\[
= \iiint_{-\infty}^{\infty} \exp\left\{-\alpha \left[ \left( \frac{x}{L_1} \right)^2 + \left( \frac{y}{L_2} \right)^2 + \left( \frac{z}{L_3} \right)^2 \right]^{1/2} \right\} dxdydz \\
+ \sum_{m_1, m_2, m_3 = -\infty}^{\infty} \iiint_{-\infty}^{\infty} \exp\left\{-\alpha \left[ \left( \frac{x}{L_1} \right)^2 + \left( \frac{y}{L_2} \right)^2 + \left( \frac{z}{L_3} \right)^2 \right]^{1/2} \right\} dxdydz \\
+ 2ai \left( m_1 x + m_2 y + m_3 z \right) \] \\
\]

where in the last sum the term \( m_1 = m_2 = m_3 = 0 \) is excluded. Introducing the vectors \( \mathbf{t} = (r/\ell_1, y/\ell_2, a/\ell_3) \) and \( \mathbf{\ell} = (m_1 \ell_1, m_2 \ell_2, m_3 \ell_3) \), it follows that

\[
\frac{1}{\ell_3} \sum_{n_1, n_2, n_3 = -\infty}^{\infty} \exp\left\{-\alpha \left[ \left( \frac{n_1}{L_1} \right)^2 + \left( \frac{n_2}{L_2} \right)^2 + \left( \frac{n_3}{L_3} \right)^2 \right]^{1/2} \right\} = \\
\frac{V}{\ell_3} \int_{0}^{\pi} \int_{0}^{\frac{\pi}{2}} \int_{0}^{2\pi} \exp\left\{-\alpha t^2 \sin \theta \right\} \sin \theta d\theta d\phi dt + \\
+ \frac{V}{\ell_3} \sum_{m_1, m_2, m_3 = -\infty}^{\infty} \int_{0}^{\pi} \int_{0}^{\frac{\pi}{2}} \int_{0}^{2\pi} \exp\left\{-\alpha t^2 \sin \theta \right\} \sin \theta d\theta d\phi dt \\
= \frac{\pi V}{2} \int_{0}^{\infty} t^2 e^{-\alpha t} dt + \pi V \sum_{m_1, m_2, m_3 = -\infty}^{\infty} \frac{\alpha}{(\alpha^2 + 4\pi^2 \ell_3^2)^2},
\]

with \( V = \ell_1 \ell_2 \ell_3 \) and \( \ell^2 = (m_1 \ell_1)^2 + (m_2 \ell_2)^2 + (m_3 \ell_3)^2 \).

After some calculation, we can write

\[
\sum_{n_1, n_2, n_3 = 1}^{\infty} \exp\left\{-\alpha \left[ \left( \frac{n_1}{L_1} \right)^2 + \left( \frac{n_2}{L_2} \right)^2 + \left( \frac{n_3}{L_3} \right)^2 \right]^{1/2} \right\} = \frac{\pi V}{2} \int_{0}^{\infty} t^2 e^{-\alpha t} dt - \]
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The first three terms of Eq. (21) give poles in $a$ and are therefore subtracted. Then the regularized expression for Eq. (20) is:

$$
\left\{ \sum_{n_1, n_2, n_3 = 1}^{\infty} \left[ (n_1/L_1)^2 + (n_2/L_2)^2 + (n_3/L_3)^2 \right] \right\}^{1/2}
$$

$$
- \frac{V}{16 \pi^3} \sum_{m_1, m_2, m_3 = -\infty}^{\infty} \left( m_1^2 L_1^2 + m_2^2 L_2^2 + m_3^2 L_3^2 \right)^{-2}
$$

$$
+ \frac{1}{32 \pi^2} L_1 L_2 \sum_{m_1, m_2 = -\infty}^{\infty} \left( m_1^2 L_1^2 + m_2^2 L_2^2 \right)^{-3/2}
$$

$$
+ \frac{1}{32 \pi^2} L_2 L_3 \sum_{m_2, m_3 = -\infty}^{\infty} \left( m_2^2 L_2^2 + m_3^2 L_3^2 \right)^{-3/2}
$$

$$
- \frac{1}{48} \left( \frac{1}{L_1} + \frac{1}{L_2} + \frac{1}{L_3} \right).
$$

(22)
If we now make the regularization via the zeta function, by considering

\[
\left\{ \sum_{n_1,n_2,n_3=1}^{\infty} \left[ (n_1/L_1)^2 + (n_2/L_2)^2 + (n_3/L_3)^2 \right]^{1/2} \right\}^R =
\]

\[
\lim_{s \to \frac{1}{2}} \left\{ \frac{1}{8} A(L_1,L_2,L_3;2s) - \frac{1}{8} A(L_1,L_2;2s) - \frac{1}{8} A(L_1,L_3;2s) - \frac{1}{8} A(L_2,L_3;2s) + \frac{1}{4} (L_1^{2s} + L_2^{2s} + L_3^{2s}) \zeta(2s) \right\}, \tag{23}
\]

where \(A(L_1,L_2,L_3;2s)\) is the Epstein zeta function, it follows (cf. Appendix B) that the righthand side of Eq. (23) is exactly the righthand side of Eq. (22), which corresponds to subtracting from the energy density (in the volume \(V = L_1^2 L_2 L_3\)) the contribution for \(V \to \infty\).

Finally, let us remark that in the case of the electromagnetic field in a box: \(V = L_1 L_2 L_3\), which was considered by Lukosz, both the exponential regularization (where we neglected the pole terms in \(a\)), and the analytic continuation via the Epstein zeta functions, give exactly the same results.

6. CONNECTION WITH GREEN FUNCTIONS; DIMENSIONAL REGULARIZATION

Let us for instance consider a scalar field \(\phi(x,t)\) which satisfies

\[
\left( \frac{\partial^2}{\partial x^2} - \frac{\partial^2}{\partial \xi^2} \right) \phi(x,t) = 0,
\]

where \(x = \{x_1, \ldots, x_N\}\). The eigenfunctions are of the form \(\phi_n(x) = \phi_{n_1}(x) \exp(-i \omega_n t)\), with \(n = \{n_1, \ldots, n_N\}\). Now, \(\phi_n(x)\), a complete orthonormal set, and \(\omega_n\) are determined by the boundary conditions. For imaginary times \(t = -i \tau\) (\(\tau\) real), the corresponding Green function writes as:

\[
G(x,x';\tau) = \frac{1}{2\pi} \sum_{n \in \{n_1, \ldots, n_N\}} \phi_n^*(x') \phi_n(x) \int_{-\infty}^{+\infty} e^{i \omega \tau} \frac{\delta \omega}{\omega^2 + \omega_n^2} d\omega \tag{24}
\]
The zero point energy of our system is then defined as

\[ G(x, x'; \tau) = \frac{1}{2} \sum_{n=\{n_c\}} \phi_n^*(x') \phi_n(x) \frac{e^{-\alpha \omega_n}}{\omega_n}, \quad \alpha = |\tau|. \]

The zero point energy of our system is then defined as

\[ \lim_{\alpha \to 0_+} \hbar^2 \frac{\partial^2}{\partial \alpha^2} \int G(x, x'=x; \tau) dx = \lim_{\alpha \to 0_+} \frac{\hbar}{2} \sum_{n=\{n_c\}} \omega_n e^{-\alpha \omega_n}, \quad \text{(25)} \]

and so the imaginary time \( \tau \) appears as a regulating parameter. As we know, the righthand side of Eq. (25) has poles for \( \alpha=0 \).

We would like to have an expression which has no pole at \( \alpha=0 \). For this purpose, we introduce another parameter, \( \lambda \), in the Green function given by Eq. (24). We can, for instance, consider

\[ G_\lambda(x, x'; \tau) = \frac{1}{2} \sum_{n=\{n_c\}} \phi_n^*(x') \phi_n(x) \int_{-\infty}^{\infty} \frac{e^{i \omega \tau}}{\omega^2 + \omega_n^2} d\omega, \]

which is equal, for \( 0 \leq \lambda \leq 1 \), to

\[ G_\lambda(x, x'; \tau) = \frac{1}{2} \sum_{n=\{n_c\}} \phi_n^*(x') \phi_n(x) \frac{e^{-\alpha \omega_n}}{\omega_n}, \quad \alpha = |\tau|. \]

We now extend \( \lambda \) to the region of the complex plane which makes the integral of \( G_\lambda(x, x'; x; \tau) \) meaningful. The zero point energy will be

\[ \lim_{\alpha \to 0_+} \hbar^2 \frac{\partial^2}{\partial \alpha^2} \int G_\lambda(x, x'=x; \tau) dx = \lim_{\alpha \to 0_+} \frac{\hbar}{2} \sum_{n=\{n_c\}} \omega_n e^{-\alpha \omega_n^2}, \quad \text{(26)} \]

In order to have an idea about the singularity in \( a \) in the righthand side of Eq. (26), let us consider the Mellin transform of it:

\[ \int_0^{\infty} x^{p-1} \left\{ \sum_{n=\{n_c\}} \omega_n^{2p-1} \exp[-\omega_n^p a] \right\} d\alpha = \Gamma(p) \sum_{n=\{n_c\}} \omega_n^{-p(p+1)-2} \]

(we used the fact that \( \omega_n > 0 \)). If, say, \( \omega_n = \hbar \) (in some units), then the righthand side of this last equation converges for \( \lambda > 0 \) and \( p > 2 \). We see
therefore that, for $\lambda > 0$, the righthand side of the sum in Eq. (26) has a singularity at least of second order in $a$. And, in fact, it is not difficult to show, for the one-dimensional box with $\omega_n = n$, that the sum in the righthand side of Eq. (26) is uniformly convergent for $\lambda > 0$ and $\alpha > 0$. It has, for $\lambda = 0$, a pole in this variable. If we multiply that sum by $\lambda$, we see that it is uniformly convergent for $\alpha > 0$ and $\lambda \geq 0$. For $\Re \lambda < 0$, it is also analytic in this variable, even for $\alpha = 0$. Therefore, in this region, we can take $\alpha = 0$ without getting poles in $a$, and we obtain the Riemann zeta function in this region, which afterwards can be continued analytically to the physical region, yielding a finite result which is just the regularized one.

We have not been able, for larger configurations, to continue from a region of the $X$-plane, which exhibits poles (or cuts) in $a$, to a region without such singularities. Another possibility is to consider the Green-like function

$$G_\lambda(x, x'; \tau) = \frac{1}{2\pi} \sum_{n=\{n^2\}} \frac{\phi_n(x') \phi_n(x)}{\omega_n} \int_{-\infty}^{\infty} \frac{e^{i\omega \tau}}{\omega^2 + \omega_n^2} \, d\omega$$

$$= \frac{1}{2} \sum_{n=\{n^2\}} \omega_n^{-1+\lambda} \phi_n(x') \phi_n(x) e^{-\alpha \omega_n}, \quad \alpha = |\tau|.$$  \hspace{1cm} (27)

Therefore, the zero point energy is given by

$$\lim_{\alpha \to 0^+} \frac{\partial^2}{\partial \alpha^2} \int G_\lambda(x, x' = x; \tau) \, dx = \lim_{\alpha \to 0^+} \frac{\partial}{\partial \alpha^2} \sum_{n=\{n^2\}} \omega_n^{1+\lambda} e^{-\alpha \omega_n}.$$  \hspace{1cm} (27')

For $\alpha > 0$, the righthand side is uniformly convergent for any value of $\lambda$. In the case of a box of dimensions $D$, the sum in expression (27') is, for $\Re \lambda < -1 - D$, analytic in the variable $\lambda$ even if $\alpha = 0^+$. This limit yields functions of the zeta type, which can be continued analytically for $\Re \lambda > -1 - D$, these functions giving in many cases, as in those studied in this paper, finite results for the observables.

Let us note that the $G_\lambda$ function, Eq. (27), satisfies the differential equation
\[
\left( \frac{\partial^2}{\partial \tau^2} + \frac{\partial^2}{\partial x^2} \right) G_\lambda(x, x'; \tau) = - \delta_\lambda(x, x') \delta(\tau),
\]

where, for real \( \phi_n(x) \),

\[
\delta_\lambda(x, x') = \sum_{n=\{n_z\}} \frac{\phi_\lambda(x') \phi_n(x)}{\omega_n},
\]

and \( \lim_{\lambda \to 0} \delta_\lambda(x, x') = \delta(x-x') \). Here, the regularization procedure amounts to analytically continuing the \( \phi_n(x) \) fields, i.e., to consider new fields

\[
\phi_n(\lambda, x) = \omega_n^{\lambda/2} \phi_n(x) ;
\]

the extension to complex \( \phi_n(x) \) is not hard to get.

Finally, let us consider the procedure of dimensional regularization\(^{11}\). As we have given boundary conditions in space, we will make the analytic continuation in the number of imaginary time dimensions. That is, instead of Eq. (24), we will consider

\[
G_\sigma(x, x'; \tau_1, \ldots, \tau_{2\sigma}) = \frac{1}{(2\pi)^{2\sigma}} \sum_{n=\{n_z\}} \frac{\phi^*_n(x') \phi_n(x)}{\omega_n^\sigma} \int \frac{d\Omega n^\sigma e^{i \Omega n^\sigma - \sqrt{\tau}}}{{\Omega^2 + \omega_n^2}},
\]

where \( \Omega^2 = \Omega_1^2 + \ldots + \Omega_{2\sigma}^2 \), and \( \Omega_1^\sigma = \Omega_1 \tau_1 + \ldots + \Omega_{2\sigma} \tau_{2\sigma} \). The zero point energy is defined as

\[
\lim_{\tau_1, \tau_2, \ldots, \tau_{2\sigma} \to 0^+} \sqrt{\tau} \left\{ \frac{3}{\partial \tau^2} + \ldots + \frac{3}{\partial \tau_{2\sigma}^2} \right\} G(x, x'; x_1, \tau_1, \tau_2, \ldots, \tau_{2\sigma}) dx
\]

\[
= - \frac{\sqrt{\tau}}{(2\pi)^{2\sigma}} \sum_{n=\{n_z\}} \frac{d\Omega n^\sigma \Omega^2}{\Omega^2 + \omega_n^2} = - \frac{\pi \sqrt{\sigma} \Omega^\sigma(-\sigma)}{(2\pi)^{2\sigma}} \sum_{n=\{n_z\}} \omega_n^2,
\]

valid for Re \( \sigma < 0 \). In particular, for the one-dimensional box, the above expression is convergent for Re \( \sigma < -\frac{1}{2} \). In this way, we obtain the Riemann zeta function which can be continued analytically for Re \( \sigma > -\frac{1}{2} \), up to the physical point \( \sigma = \frac{1}{2} \).
We thank Profs. C.G. Bollini and R. Aldrovandi for useful discussions.

APPENDIX A - THE RIEMANN ZETA FUNCTION AS FINITE PART OF AN INTEGRAL

The definition of the Riemann zeta function by means of the integral

\[ \Gamma(s) \zeta(s) = \int_0^\infty \frac{x^{s-1} \, dx}{e^x - 1} , \quad (A.1) \]

is valid for \( \Re s > 1 \).

In order to make the analytic continuation for \( \Re s < 1 \), we define the lefthand side of Eq.(A.1) as the finite part \( \mathcal{A} \) of Hadamard of the integral in the righthand side. Hadamard's finite part is obtained by subtracting from \((e^x-1)^{-1}\) as many terms from its Laurent expansion (around \( x = 0 \)) as is necessary to make the integral convergent. For \( 0 < \Re s < 1 \), we have\(^6\)

\[ \Gamma(s) \zeta(s) = \int_0^\infty \frac{x^{s-1} \left( \frac{1}{e^x-1} - \frac{1}{x} \right) \, dx} \]

which satisfies the functional equation\(^6\)

\[ \Gamma(s) \zeta(s) = \frac{2^{s-1} \pi^s}{\cos(\pi s/2)} \zeta(1-s) . \quad (A.2) \]

For \(-1 < \Re s < 0\), we have\(^6\)

\[ \Gamma(s) \zeta(s) = \int_0^\infty x^{s-1} \left( \frac{1}{e^x-1} - \frac{1}{x} + \frac{1}{2} \right) \, dx \]

which also satisfies the functional equation (A.2). For

\[ -1 - 2\kappa < \Re s < 1 - 2\kappa , \quad (A.3) \]

with \( \kappa \neq 0 \), the procedure goes like:
Using the identity\footnote{6}

\[
\frac{1}{e^x - 1} = \frac{1}{x} - \frac{1}{2} + 2x\sum_{n=1}^{\infty} \frac{1}{4\pi^2 n^2 + x^2},
\]

it follows then

\[
\Gamma(s) \zeta(s) = 2 \int_0^\infty x^{s-1} \left[ \left( \frac{1}{e^x - 1} - \frac{1}{x} + \frac{1}{2} - \frac{1}{12} x + \ldots \right) \frac{(-1)^k |B_{2k}| x^{2k-1}}{(2k)!} \right] \, dx.
\]

Using:

\[
\frac{|B_{2k}|}{2 \cdot (2k)!} = \sum_{n=1}^{\infty} \frac{1}{(4\pi^2 n^2)^k},
\]

it follows that

\[
\Gamma(s) \zeta(s) = 2 \sum_{n=1}^{\infty} \frac{(-1)^k}{(4\pi^2 n^2)^k} \int_0^\infty \frac{x^{s+2k}}{4\pi^2 n^2 + x^2} \, dx,
\]

or

\[
\Gamma(s) \zeta(s) = 2 \sum_{n=1}^{\infty} (-1)^k (2\pi n)^{s-1} \int_0^{\infty} \frac{y^{s+2k}}{1 + y^2} \, dy.
\]

In the strip given by (A.3), the above integral is convergent, and we obtain

\[
\Gamma(s) \zeta(s) = \frac{2^{s-1} \pi^s}{\cos(as/2)} \sum_{n=1}^{m} n^{s-1},
\]

which is exactly the functional equation (A.2).
APPENDIX B – THE EPSTEIN ZETA FUNCTION AND ITS FUNCTIONAL RELATION

Let us consider the following Epstein zeta function:\(^7\):

\[ A(a_1, a_2, \ldots, a_D; 2s) = \sum_{n_1, n_2, \ldots, n_D = -\infty}^{\infty} (a_1 n_1^2 + a_2 n_2^2 + \ldots + a_D n_D^2)^{-s}, \]

with the \(a_i > 0\). It defines an analytic function for \(\text{Re } s > \frac{D}{2}\) (in the sum, the term \(n_1 = n_2 = \ldots = n_D = 0\) has been excluded).

In order to extend this function for \(\text{Re } s < \frac{D}{2}\), let us derive a functional equation for it. The procedure to be followed is exactly the same as used for the Riemann zeta function\(^6\). Here, let us consider the gamma function

\[ \Gamma(s) = \int_0^\infty e^{-t} t^{s-1} \, dt \]

and make the change of variables

\[ t = \pi(a_1 n_1^2 + a_2 n_2^2 + \ldots + a_D n_D^2)x. \]

Then, it follows that

\[ \pi^{-s} \Gamma(s) (a_1 n_1^2 + a_2 n_2^2 + \ldots + a_D n_D^2)^{-s} = \int_0^\infty e^{-\pi(a_1 n_1^2 + \ldots + a_D n_D^2)x} \cdot x^{s-1} \, dx. \]

We have, therefore,

\[ \pi^{-s} \Gamma(s) \sum_{n_1, n_2, \ldots, n_D = -\infty}^{\infty} (a_1 n_1^2 + a_2 n_2^2 + \ldots + a_D n_D^2)^{-s} = \int_0^\infty \sum_{n_1, n_2, \ldots, n_D = -\infty}^{\infty} e^{-\pi(a_1 n_1^2 + \ldots + a_D n_D^2)x} \cdot x^{s-1} \, dx \quad (B.1) \]
Using the Poisson summation formula, we can write

\[
\sum_{n_1, n_2, \ldots, n_D = -\infty}^{\infty} \sum_{n_1' = 0}^{n_1 - 1} \frac{-\pi (a_1 n_1^2 + a_2 n_2^2 + \ldots + a_D n_D^2) x}{e^{a_1 n_1^2} + \ldots + e^{a_D n_D^2}} x = \sum_{n_1, n_2, \ldots, n_D = -\infty}^{\infty} \frac{-\pi (n_1^2/a_1 + \ldots + n_D^2/a_D)}{x} \frac{1}{x}.
\]

or

\[
\sum_{n_1, n_2, \ldots, n_D = -\infty}^{\infty} \sum_{n_1' = 0}^{n_1 - 1} \frac{-\pi (a_1 n_1^2 + a_2 n_2^2 + \ldots + a_D n_D^2) x}{e^{a_1 n_1^2} + \ldots + e^{a_D n_D^2}} x = -1 + \frac{1}{\sqrt{a_1 a_2 \ldots a_D}} \frac{1}{x^{D/2}}.
\]

The integration in Eq. (B.1) is split into two parts: from \([0, 1]\) and \([1, \infty]\). In the first interval, we use Eq. (B.2) and we obtain:

\[
\pi^{-\theta} \Gamma(s) A(a_1, a_2, \ldots, a_D; 2s) = -\int_0^1 x^{s-1} \, dx + \frac{1}{\sqrt{a_1 a_2 \ldots a_D}} \int_0^1 x^{s-D/2} \, \frac{dx}{x}
\]

\[
+ \frac{1}{\sqrt{a_1 a_2 \ldots a_D}} \int_0^1 \sum_{n_1, \ldots, n_D = -\infty}^{\infty} \frac{-\pi (n_1^2/a_1 + \ldots + n_D^2/a_D)}{x} \frac{1}{x} \, dx + \int_1^\infty \sum_{n_1, \ldots, n_D = -\infty}^{\infty} \frac{-\pi (a_1 n_1^2 + \ldots + a_D n_D^2) x}{e^{a_1 n_1^2} + \ldots + e^{a_D n_D^2}} x^{s-1} \, \frac{dx}{x}.
\]

(B.3)
In the last but one integral of Eq. (B.3), we make the change of variables $y = 1/x$, and obtain:

$$\pi^{-s} \Gamma(s) \ A(a_1, a_2, \ldots, a_D; 2s) = -\frac{1}{s} + \frac{1}{\sqrt{a_1 a_2 \ldots a_D}} \frac{1}{(s-D/2)} +$$

$$+ \frac{1}{\sqrt{a_1 a_2 \ldots a_D}} \int_1^{\infty} \sum_{n_1 \ldots n_D = -\infty}^{\infty} e^{-\pi \left( \frac{n_1^2}{a_1} + \frac{n_2^2}{a_2} + \ldots + \frac{n_D^2}{a_D} \right) y} \frac{D}{y} - s \ \frac{dy}{y}$$

$$+ \int_1^{\infty} \sum_{n_1 \ldots n_D = -\infty}^{\infty} e^{-\pi (a_1 n_1^2 + \ldots + a_D n_D^2) y} \times y^s \ \frac{dy}{y}.$$ 

We see that $A(a_1, a_2, \ldots, a_D; 2s)$ has a simple pole for $s = D/2$. Interchanging $s \leftrightarrow \frac{D}{2} - s$, $a_i \leftrightarrow \frac{1}{a_i}$ ($i = 1, 2, \ldots, D$), we obtain the following functional relation:

$$\pi^{-\left( D/2 - s \right)} \Gamma\left( D/2 - s \right) A\left( \frac{1}{a_1}, \frac{1}{a_2}, \ldots, \frac{1}{a_D}; D - 2s \right)$$

$$= \sqrt{a_1 a_2 \ldots a_D} \ \pi^{-s} \Gamma(s) A(a_1, a_2, \ldots, a_D; 2s),$$

which allows us to analytically continue $A(a_1, a_2, \ldots, a_D; 2s)$ for $Re s < D/2$.

For $a_1 = a_2 = \ldots = a_D = 1$, it follows that

$$A(1, 1, \ldots, 1; 2s) = \frac{2s-D/2}{\Gamma(D/2-s)} \frac{\Gamma(D/2-s)}{\Gamma(s)} A(1, 1, \ldots, 1; D-2s),$$

which has been obtained by Zucker.\(^{12}\)
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